N
N

N

HAL

open science

The distribution of CRISPR-Cas systems is affected by
interactions with DNA repair pathways
Aude Bernheim

» To cite this version:

Aude Bernheim. The distribution of CRISPR-Cas systems is affected by interactions with DNA repair
pathways. Life Sciences [g-bio]. Université Paris Descartes, 2017. English. NNT: . tel-04076247

HAL I1d: tel-04076247
https://pasteur.hal.science/tel-04076247v1
Submitted on 20 Apr 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial - NoDerivatives 4.0
International License


https://pasteur.hal.science/tel-04076247v1
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://hal.archives-ouvertes.fr

(]
Ic
3

m

rontieres

s AY,
_ ro
== Institut Pasteur :a§-~-. i

UNIVERSITE
PARIS
DESCARTES

UNIVERSITE PARIS DESCARTES

Ecole doctorale Frontiéres du Vivant

Institut Pasteur
Genomique Fvolutive des Microbes et Biologie de Synthése

The distribution of CRISPR-Cas
systems is affected by interactions with
DNA repair pathways

Par Aude Bernheim

These de doctorat de Microbiologie
Pour obtenir le grade de Docteure de I’Université Paris Descartes

Dirigée par David Bikard, Marie Touchon et Eduardo PC Rocha

Devant un jury composé de :
Olga SOUTOURINA  Professeure - Université Paris-Sud
Olivier TENAILLON Directeur de Recherches - INSERM
Patrick FORTERRE  Professeur - Institut Pasteur
Bénédicte MICHEL Directrice de Recherches - CNRS
Edze WESTRA Associate Professor - Exeter University

@ @ @ @ Except where otherwise noted, this work is licensed under
http://creativecommons.org/licenses/by-nc-nd/3.0/






La distribution des systemes CRISPR-Cas est affectée par leurs intérac-
tions avec les systemes de réparation de ’ADN

Les systemes CRISPR-Cas conferent aux bactéries une immunité adaptative con-
tre les éléments génétiques mobiles jouant ainsi un role important dans I’évolution
bactérienne. Cependant, moins de la moitié¢ des génomes bactériens encodent des
systemes CRISPR-Cas ; cela, malgré la protection qu’ils conferent et leur haut
taux de transfert horizontal. Des hypotheses telles que le cotit des phénomeénes
d’autoimmunité ou de posséder des défenses adaptatives plutot qu’innées ont été
mises en avant pour expliquer ce paradoxe. Je propose une nouvelle hypothese
complémentaire : le contexte génétique jouerait un role important dans la fixation
d’un systeme CRISPR-Cas aprées son transfert. Plus précisément, j’ai étudié com-
ment les intéractions entre les systemes de réparation de ’ADN et les CRISPR-Cas
influencent la distribution de ces derniers. Pour cela, j’ai d’abord examiné finement
la distribution des systemes CRISPR-Cas dans les génomes bactériens. J’ai ensuite
analysé les co-occurences des systemes de réparation de ’ADN et des CRISPR-Cas
et démontré 'existence d’associations positives et négatives entre eux. Enfin, je
me suis concentrée sur une des associations négatives découvertes pour valider mes
prédictions expérimentalement et comprendre les mécanismes moléculaires sous ja-
cents. Mes travaux permettent de mieux comprendre les intéractions complexes
entre systemes de réparation de ’ADN et CRISPR-Cas et démontrent la necessité
d’accomodation des CRISPR-Cas a un contexte génétique pour étre selectionnés
et maintenus dans les génomes bactériens.

The distribution of CRISPR-Cas systems is affected by interactions with
DNA repair pathways

CRISPR-Cas systems confer bacteria and archea an adaptative immunity against
phages and other invading genetic elements playing an important role in bacterial
evolution. Only 47% of bacterial genomes harbor a CRISPR-Cas system despite
their high rate of horizontal transfer. Hypothesis such as the cost of autoimmu-
nity or the trade off between a constitutive or an inducible defense system have
been put forward to explain this paradox. I propose that the genetic background
plays an important role in the process of maintaining a CRISPR-Cas system af-
ter its transfer. More precisely I hypothesized that CRISPR-Cas systems interact
with DNA repair pathways. To test this idea, we detected DNA repair pathways
and CRISPR-Cas systems in bacterial genomes and studied their co-occurences.
We report both positive and negative associations that we interpret as poten-
tial antagonistic or synergistic interactions. We then focused on one interaction
to validate our result experimentally and explored molecular mechanisms behind
those interactions. My findings give insights on the complex interactions between
CRISPR-Cas systems and DNA repair mechanisms in bacteria and provide a first
example on the necessity of accommodation of CRISPR-Cas systems to a specific
genetic context to be selected and maintained in bacterial genomes.
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Preamble

For the past ten years, CRISPR-Cas systems have passionated the scientific
community both because of their role as an adaptive immune system in bacteria
and of their use in many biotechnological applications especially in genome edit-
ing. Incredible progress has been made to understand the complex biology and
molecular mechanisms of these very diverse systems. However, much remains to
be studied on the evolution of CRISPR-Cas systems.

One intriguing observation is that only 50% of bacterial genomes harbor a
CRISPR-Cas system [161] despite their apparent fitness advantage and their high
rate of horizontal transfer. The focus of my thesis was to tackle this question
by understanding what could be the evolutionary downsides of CRISPR-Cas sys-
tems. Hypotheses such as the cost of autoimmunity or the trade off between a
constitutive versus a specialized defense system have been put forward to explain
this paradox. I propose a new and complementary hypothesis: that the genetic
background plays an important role in the process of fixation of a CRISPR-Cas
system acquired by horizontal transfer.

To test this hypothesis, we decided to focus on one essential bacterial function:
DNA repair. Our choice was motivated by several reasons. First, CRISPR-Cas
systems and DNA repair pathways share the same substrate, DNA. Second, by
potentially being able to repair breaks generated by CRISPR-Cas systems, DNA
repair pathways could limit CRISPR-Cas efficiency. Therefore, the goals of my
thesis were to 1) characterize precisely CRISPR-Cas distribution 2) study if DNA
repair pathways interactions with CRISPR-Cas systems impacted the distribution
of CRISPR-Cas systems in bacterial genomes.

Chapter 1 introduces CRISPR-Cas systems, presents briefly DNA repair path-
ways and examines the importance of known interactions between CRISPR-Cas
systems and DNA repair pathways. To answer my PhD questions, I used both
bioinformatics and molecular biology. Therefore, in Chapter 2, I introduce meth-
ods to study CRISPR-Cas systems from a bioinformatics and experimental point
of view. In Chapter 3, I present a description of CRISPR-Cas systems distribution,
organization, interactions and transfers that represent the first integrated analysis
of Cas operons and CRISPR arrays. In Chapter 4, I introduced evidence that DNA

11
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repair pathways interactions with CRISPR-Cas systems shape CRISPR-Cas dis-
tribution in bacterial genomes by studying co-occurrence patterns of DNA repair
pathways and CRISPR-Cas systems. In Chapter 5, I confirm experimentally the
importance of those interactions by exploring the molecular mechanisms behind
one of the proposed interactions: an antagonism between the type II-A CRISPR-
Cas system and the Non Homologous End Joining Pathway (NHEJ). Finally, in
Chapter 6, I discuss the relevance of these findings and open questions about
CRISPR-Cas systems evolution and biology.

Chapter 3, 4 and 5 correspond to three manuscripts for which I was the main
contributor. Two of them are in preparation (3 and 4) and one has just been
accepted for publication in Nature Communications (5). Chapter 2 is partly based
on a book chapter that I co-authored. Annexes 2 and 3 present two articles to
which I contributed during my PhD but that are not related directly to my PhD
subject. The first one (Annexe 2) studies the determinants of the distribution of
prophages in bacterial genomes and was published in ISME journal. The second
one (Annexe 3), reports the discovery of a new defense pathway in Staphylococci
and was published in Cell Host and Microbe.



Chapter 1

Introduction

1.1 CRISPR-Cas systems fundamentals

1.1.1 A (very) small history of CRISPR-Cas systems dis-
covery

Over the past years, several articles and books told the story of CRISPR-Cas
systems discovery [146, 20, 66]. They can be read as short novels of how does a
scientific breakthrough take place in the 21st century. Without paraphrasing such
passionating reads, I will give the main milestones of the CRISPR field which are
summarized in Figure 1.1.

CRISPR arrays were first described in 1987 in a bioinformatic study of FEs-
cherichia coli [121]. In 2002, the name CRISPR was coined and cas genes were
described [125, 126]. In 2005, several teams reported that spacers derive from for-
eign genetic elements [182, 217, 34], and a year later the function of an adaptive
immune system was hypothesized [160]. In 2007, a now seminal paper provided
experimental evidence that CRISPR-Cas systems constitute an adaptive immune
system against phages [19]. From then on, many more teams contributed to the
understanding of the diverse molecular mechanisms at play behind this adaptive
immunity. In 2012, the precise mechanism by which type II CRISPR-Cas systems
achieve immunity was understood and Cas9 proposed as a reprogrammable RNA
guided nuclease suitable for genome editing [88, 130]. In 2013, the first Cas9-based
genome editing of human cells [53, 165] and bacteria [127] are reported, paving
the way for genome editing of many more organisms in the following years.

Since then, the pace of new discoveries in the CRISPR field has neither slowed
down on the fundamental understanding of how CRISPR-Cas systems work nor on
the engineering of diverse CRISPR-based technologies. Since, I started my PhD
in 2014, the number of scientific publications mentioning the term CRISPR as
counted in Pubmed has risen from 610 in 2014 to 2077 in 2016 and is already at

13
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2313 for 2017. In the course of writing the introduction of this thesis, I updated
the molecular mechanism section twice on two major points reflecting the speed
at which knowledge is produced. I will therefore try to give an up-to-date view of
the biology of CRISPR-Cas systems.

{«<—— Discovery of clustered repeats in E. coli®

<— Specific study of these clustered repeats in enterobacteria®

1990

Antiquity

{«—— Use of CRISPR for M. tuberculosis typing”

1995

<«— |dentification of CRISPRs in Haloferax9

<— Description of CRISPRs in cyanobacteria'

|«——Use of CRISPR for S. pyogenes typing®

2000

<—— Widespread occurrence of CRISPRs in bacteria and archaea"

4_,— DNA repair hypothesis for cas genes'?
1 CRISPR name coined; description of cas genes®3

Middle ages

b g - ' f : 134,15
(_4,—_Spacers probably derive from foreign genetic elements

|«<—— Putative RNAi-based mechanism proposed®

CRISPR-Cas is an adaptive immune system against viruses
in . thermophilus?°

| «—— Discovery of the proto-spacer adjacent motif in S. thermophilus>"?

o Immunity is mediated by small CRISPR RNAs in E. coli®®

Plasmid dsDNA is the target in S. epidermjdis29
«——ssRNA is the target in P. furiosus>®

Modern period
2010

|« Precise cleavage of target DNA by Cas9in 5. thermophilus®*
<+—— Discovery of the tracrRNA in S. pyogenes®

{<4— Heterologous transfer of a complete CRISPR-Cas sys.tem37

& Reprogrammable, Cas9-based DNA cleavage****
1€ 26,47

% Cas9-based genome editing of human cells

and bacteria®®

€ Cas9 structure’®o

<—— Cas9-based eradication of latent HIV infection®?

2015

|«——Cpflis a single RNA-guided nuclease'*

{<—— Discovery of anti-CRISPR proteins against Cas9 in N. meningitidis®®

Contemporary period

) 4
Figure 1.1: CRISPR milestones and seminal discoveries. From [20]
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1.1.2 CRISPR-Cas systems : a general description

CRISPR-Cas systems are an adaptive immune system of bacteria and archaea
targeting mobile genetics elements (MGE) such as phages or plasmids [19, 40,
169, 87]. They are composed of a CRISPR array (Clustered Regularly Interspaced
Spacer withPalindromic Repeats) and an cluster of cas genes (CRISPR associated
genes) (Figure 1.2). CRISPR arrays comprise two types of sequences: repeats
and spacers. Repeats are short sequences (typically 20-40 bp) identical in a given
CRISPR array. They are interspaced by short and diverse spacer sequences (typ-
ically 20-40 bp), which often match sequences from mobile genetic elements. The
leader region of the array contains the start site of transcription of the CRISPR
array. The second element of CRISPR-Cas systems consists of a set of cas genes
necessary to achieve immunity [182, 34, 217, 160].

repeats
/ cas9 cas| cas2 csn2 - wmowm
T spacers
leader region
Cas cluster CRISPR array

Figure 1.2: Example of a CRISPR-Cas locus.
A CRISPR-Cas locus is organized around two main elements: a cluster of cas genes and
a CRISPR array composed of spacers and repeats.

CRISPR-Cas immunity works in two stages: immunity and immunization also
called adaptation (Figure 1.3) [168]. Immunity can be split in two phases: expres-
sion and maturation of crRNA and interference. The CRISPR array is transcribed
and then processed into smaller RNAs, each composed of a repeat and a single
spacer called ctcRNA (CRISPR RNA). Each of these ctRNA then serves as a guide
for a complex of Cas proteins. If the sequence of a guide is identical to another
sequence of DNA in the cell like for example DNA from a phage, the complex
will activate an immune response most of the time by cutting the invading DNA
which will then be processed and degraded. During adaptation, a complex of Cas
proteins generates and then incorporates a new spacer in the CRISPR array [168].
An important aspect of the system is the ability to distinguish its own DNA from
exogenous one. In many cases, a short sequence named the PAM (Protospacer Ad-
jacent Motif) is essential for this process. Present near a protosopacer (sequence of
a spacer on a mobile genetic element) but absent in the CRISPR array, the PAM
is necessary for the interference to take place [39].
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Figure 1.3: Overview of CRISPR-Cas mechanism.

CRISPR-Cas immunity works in two main phases: adaptation where the complex of Cas
proteins allows the acquisition of new spacers and immunity where the system provides
targeted immunity . a. During the adaptation phase, Cas proteins form a complex (1)
that is able to generate a short DNA fragment from foreign DNA present in the cell
(yellow) (2) that is then integrated in the CRISPR array as a new spacer (3). b. During
the phase of immunity, the CRISPR array is transcribed (4) and processed into small
RNAs (5) which serve as guide for target recognition for Cas proteins (6), which upon
match degrade DNA (7).

1.1.3 The diversity of CRISPR-Cas systems

CRISPR-Cas systems are extremely diverse. There are classified in two classes,
six types (I to VI) and 21 subtypes [161, 181, 140, 163]. New subtypes are dis-
covered every year leading to an evolving classification [244, 43] (Figure 1.4.a).
Classification of CRISPR-Cas systems is based on the architecture of the loci and
the content of the Cas cluster, more specifically signature proteins [161] : Cas3 for
type I, Cas9 for type II, Casl0 for type III, Csf4 for type IV, Casl2 for type V and
Casl3 for type VI. One key aspect of CRISPR-Cas systems organization is their
modularity [181, 161] (Figure 1.4.b). The diverse CRISPR-Cas systems are orga-
nized around four modules: crRNA processing, target recognition, target cleavage
and adaptation. While the adaptation module is largely similar in all CRISPR-
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Cas systems and involves Casl and Cas2, the other modules can encompass a very
small or large number of proteins [161, 181].

a. Class 1 CRISPR-Cas systems

Class 2 CRISPR-Cas systems
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Figure 1.4: The diversity of CRISPR-Cas systems
a. Classification of CRISPR-Cas systems. CRISPR-Cas systems are classified in two
classes, six types (I to VI) and 21 subtypes. Classification is based on signature proteins
and architecture of the loci.
the subtype name. b. The modular organization of CRISPR-Cas systems. CRISPR-
Cas systems are organized around four modules: crRNA processing, target recognition,
target cleavage and adaptation. Proteins that are absent in specific subtypes but present
in others are surrounded by dashed lines. The colours of the arrows representing proteins
correspond to the module to which they belong. Adapted from [161, 181].

Organisms harbouring a subtype are presented next to
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Class 1 CRISPR-Cas systems are classified into three types and 12 subtypes
[161] (Figure 4.a). This class of systems is defined by its use of multi-protein
effector complexes, that is to say that the interference phase is carried out by a
complex of multiple proteins. They are by far the most abundant as they represent
90% of the CRISPR~Cas systems [161]. On the other hand, Class 2 CRISPR-Cas
systems only represent 10% of CRISPR-Cas systems and are almost completely
absent from archaea [161, 42|. Their effector complex is represented by a single
multidomains protein. CRISPR-Cas based technologies are derived from subtypes
belonging to this Class.

CRISPR-Cas systems are also diverse with respect to their architectures. While
most of the time cas genes are found near CRISPR arrays, orphan arrays (ie
CRISPR array without neighboring cas genes) have been frequently identified using
bioinformatics [161, 244]. They can be processed by cas genes present in trans or
inactive [19].

The diversity of Cas proteins and architecture loci reflect a diversity of molecular
mechanisms by which CRISPR-Cas systems achieve adaptive immunity.

1.1.4 Molecular mechanisms of immunity
Class 1 CRISPR-Cas systems

Class 1 CRISPR-Cas systems require multi-proteins effector complexes to cleave
a target nucleic acid sequence. While type I systems exclusively target and cleave
DNA, type III systems can recognize and cleave DNA and RNA [168]. The follow-
ing description of molecular mechanisms of the immunity phase details 1) the ex-
pression and processing of the long precursor RNA transcribed from the CRISPR
array into mature crRNA 2) the loading of the crRNA on the effector complex
which then recognizes the specific target nucleic sequence 3) the subsequent cleav-
age of the target. While in most cases the target sequence comes from a foreign
piece of DNA such as a phage or a plasmid, autoimmunity ie targeting of bacteria’s
own chromosome has been reported for all types of CRISPR-Cas systems [111].
Molecular details are summarized in Figure 1.5.

Type I and III CRISPR-Cas systems immune response starts with the tran-
scription of the CRISPR array into a long precursor RNA (Figure 1.5.a). This
precursor RNA is then processed by Cas6, an endoribonuclease, to produce ma-
ture crRNA [45, 190] except in type I-C where this function is performed by Casb
[187]. A mature crRNA consists of a single spacer flanked by a repeat [40]. In type
I systems, Cas6 is part of the effector complex while it acts without the complex
in type III [298, 158, 257]. Once processed, the ctrRNA is loaded on the effector
complex, refered to as Cascade for type I, Csm/Cmr complex for type III (Figure
1.5.b). The effector complex is organized in a similar manner for type I and type
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[T systems [255, 229, 314]. It is composed mainly of proteins from the RAMP (re-
peat associated mysterious proteins) family like Cash and Cas7. Typically, several
Cas7 subunits interact with the small subunit (Csab or Cse2 for type I and Csm2
or Cmrb for type III) and bind the ctRNA backbone. One Cas5 subunit binds to
the 5 end of the crRNA and interacts with the large subunit (Cas8 for type I and
Casl0 for type IIT) [132, 224, 230, 255, 229, 314] (Figure 1.5).

In type I systems, upon recognition of a PAM, an R-loop (three-stranded nucleic
acid structure, composed of a DNA:RNA hybrid and the non-template single-
stranded DNA) is formed between the crRNA and the target dsDNA (Figure
1.5.c). The 8 base pairs at the 5" end of the crRNA, called the seed, are particularly
important as mutations in this region lead to loss of immunity [238]. Once the
R-loop is formed, the Cas3 helicase-nuclease is recruited by the effector complex
and introduces single strand DNA breaks (Figure 1.5.d) [40, 33, 186, 123] .

In type III systems, once loaded on the effector complex, the crRNA undergoes
further maturation to trim its 3’ end. Casl0 only cleaves target DNA when it
undergoes transcription (Figure 1.5.e) [92, 232, 267]. Robust interference involves
cleavage of both DNA and the nascent mRNA [92, 232, 78, 129].The mechanism of
self/non-self discrimination does not involve a PAM. It is based on the complemen-
tarity between a part of the crRNA known as the crRNA tag and the sequence
flanking the protospacer. DNA targeting will only happen when the pairing is
imperfect, as perfect pairing between the crRNA tag and the repeat prevents au-
toimmunity [170]. For some type III systems, in presence of a target DNA, Cas10
will not only cleave DNA but synthesizes a small molecule called cyclic oligoadeny-
lates cOA, which will activate Csm6, a RNase that will then cleave RNA in a non
specific manner (Figure 1.5.e) [136, 189]. The accumulation of cOA constitutes
an intracellular signal that infection has not been prevented, as the CRISPR-Cas
systems is still active and leads to cell death or dormancy to prevent further propa-
gation of the phage [136, 189, 5]. Some type III systems (III-A and III-B) can also
target foreign RNA. RNA is then cleaved by specific proteins of the Cas7 family
(Csm3 and Cmr4) (Figure 1.5.f) [256, 24, 220].
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Figure 1.5: Class 1 CRISPR-Cas systems molecular mechanisms of immunity
a. CRISPR array is transcribed into a long precursor RNA and processed by Cas6 (in
pink) to produce mature crRNA ie single spacers flanked by a repeat. b. crRNA is
loaded on the effector complex refered to as Cascade for type I, Csm/Cmr complex for
type III. Typically, several Cas7 subunits (in orange) interact with the small subunit (in
beige) and bind the crRNA. c. In type I systems, an R-loop (dsDNA:RNA hybrid) is
formed upon PAM (in brown) recognition by Cascade. d. This leads to the recruitment
of the nuclease Cas3 (in red) which introduces single strand DNA breaks. e. In type
III systems, Casl0 cleaves DNA in presence of a transcript. f. Casl0 also synthetizes a
molecule that activates a non-specific RNase Csm6. g. Subtypes I1I-A and I1I-B systems
can also cleave RNA.

Adapted from [181, 164].

Class 2 CRISPR-Cas systems

Class 2 CRISPR-Cas systems require a single effector protein to cleave a target
nucleic acid sequence. Type II and type V act on dsDNA while type VI cleaves
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ssRNA [130, 61, 312, 82].

Type II systems depend on two small RNAs for immunity: the tracrRNA (trans-
activating crRNA) and the crRNA. The tractrRNA possess a region complemen-
tary to the repeat of the CRISPR array. When in association with the transcribed
CRISPR array, the CRISPR primary transcript and the tractRNA are processed
by the RNAse III (a host protein) at each repeat generating single crRNA guides
(Figure 1.6.a) [130, 61]. In the type II-C system from Neisseria meningitidis, inter-
mediate crRNA guides are transcribed from multiple promoters embedded within
the repeats of the CRISPR array [316]. Type V-B CRISPR-Cas systems also rely
on a tracrRNA while type V-A and type VI do not. Casl2a from the Type V-
A systems has an intrinsic RNAse activity enabling it to process the pre-crRNA
without requirements for host factors (Figure 1.5) [312, 82, 244, 2, 69].

In type II systems, duplexes of crRNA and tracrRNA are then loaded on Cas9
to form the interference complex (Figure 1.6.b). Type II immunity requires a
PAM located downstream of the target sequence. Cas9 binds transiently to PAM
sequences and probes the complementarity of the first 6-8bp of the crRNA with the
target sequence. A good complementarity will trigger the formation of an R-loop
which will set off a conformational change of the nuclease domains of Cas9 (RuvC
and HNH) leading to the cleavage of each strand of the target generating a blunt
end double strand break (Figure 1.6.c) [130, 88, 262, 131, 191, 7, 261].

Like type II systems, type V effectors encompass a RuvC like domain. They
require a T-rich PAM at the 5 of the protospacer. While type V-B effector functions
in a similar manner as Cas9 with a tracrRNA, type V-A cleaves in a stepwise
manner. A RuvC-domain-dependent cleavage is followed by an allosterical change
leading to a second cleavage by another nuclease domain, generating a staggered
double strand break with 4-5 bp overhang (Figure 1.6.c) [242, 312, 82, 305].

In contrast to other effector complexs of Class 2, type VI systems do not possess
a RuvC domain but two HEPN domains. The signature protein of these systems,
Casl3a (C2c2), is a RNA-guided RNAse. Upon recognition of the target RNA,
Casl3a changes into a non specific RNase leading to cell toxicity and/or death
(Figure. 1.6.c) [242, 36, 2, 69].

The molecular mechanisms of CRISPR-Cas immunity are extremely diverse.
While most of the details for certain subtypes have been completely elucidated,
some remain to be discovered such as the mechanisms of type IV CRISPR-Cas
immunity.
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Figure 1.6: Class 2 CRISPR-Cas systems mechanisms of immunity.

a. Type II systems immunity relies on the tracrRNA (orange) and the crRNA (black
=repeat , green =spacer). The crRNA in association with the tracrRNA is processed by
RNase III (pink). In type V and VI, crRNA is processed by Casl2a, Casl3a. b. ctRNA
is then loaded on Cas9, Casl2a or Casl3a to form the interference complex. Upon PAM
(pink) recognition and sequence complementarity, an R-loop (dsDNA:RNA hybrid) is
formed for Cas9 and Casl2a while Casl3a recognizes and targetd RNA. c. Conforma-
tional change activates nuclease domains. In type II systems, Cas9 generates double
strand breaks. In type V-A systems, Casl2a cleaves in a stepwise manner generating
staggered break. In type VI systems, non specific RNA cleavage is activated upon RNA
recognition. Adapted from [181, 164].

1.1.5 Molecular mechanisms of adaptation

In contrast with the diversity of proteins involved in immunity, the adaptation
phase is mainly carried out by two proteins: Casl and Cas2. Casl and Cas2 are
present in most CRISPR-Cas systems. It is believed that subtypes which lack Casl
and Cas2 might acquire new spacers through the use of Casl and Cas2 present in
trans in the bacterial genome. The process of adaptation requires several steps:
1) production of prespacers i.e. small pieces of DNA which will be processed and
integrated in the CRISPR array 2) recognition of the CRISPR array by the adap-
tation machinery to integrate the new spacer at the right position 3) integration
of the new spacer in the CRISPR array. Even if Casl and Cas2 are central to all
CRISPR-Cas systems, some aspects of the spacer acquisition mechanism remain
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specific to types or subtypes like prespacers production or primed adaptation [124].

Production of prespacers from naive adaptation

The first step of adaptation is the production of prespacers which corresponds
to the generation and the selection of pieces of DNA that will then be loaded on
the adaptation machinery (the Casl-Cas2 complex) and further integrated in the
CRISPR array. There are two main pathways to generate new spacers: naive or
primed adaptation. Naive adaptation can be defined as the acquisition of a spacer
from a mobile genetic element (MGE) against which no other spacer in the host
genome exists. On the other hand, primed adaptation is the acquisition of a spacer
from an MGE already targeted by a spacer present in the bacterial genome.

For naive adaptation, today, only one main route of prespacers production has
been identified for type I-E systems in E. coli [149]. Casl-Cas2 would take the
degradation products of RecBCD activity (a DNA repair complex) as DNA sub-
strate. As an important number of dsDNA breaks in the cell occurs during DNA
replication, plasmids present in many copies in the cell would be more prone to
spacer acquisition. The high density presence of Chi sites on the bacterial chromo-
some would further protect it from spacer acquisition (Figure 1.7.a) [149]. How-
ever, naive adaptation still takes place in E. coli without RecBCD proving the
existence of other routes (Figure 1.7) [149]. Other potential prespacers could de-
rive from byproducts of other cellular machineries. For example, fragments gener-
ated by restriction-modification systems could serve as prespacers for CRISPR-Cas
systems linking innate and adaptive immunity (Figure 1.7.a) [68].

Another important aspect of spacer selection, is the presence of a correct PAM
on the targeted MGE. Part of this PAM selection has been elucidated for type
IT systems (Figure 1.7.b). It was first shown that all the proteins of type II-A
systems are necessary to achieve adaptation [287]. Cas9 plays a specific role in
PAM selection as changing the Cas9 PAM specificity for example from NGG to
NGGNG changes the selection of PAMs in prespacer substrates [108]. However,
the role of Cas9 in adaptation does not seem limited to PAM selection as specific
mutations in the protein Cas9 can lead to variants that increase the rate of spacer
acquisition up to a 100 fold [109].

The timeline of events is important to achieve immunity to a novel element as
CRISPR-Cas systems need to acquire a new spacer and perform interference before
the phage completes its replication cycle. Two studies have brought elements
to clarify this issue. First, CRISPR-~Cas systems acquire spacers from defective
phages (Figure 1.7.b) [119]. More recently, a study established that spacers are
acquired at the beginning of the infection during DNA injection [179]. Spacers
acquired during that phase are more effective at degrading invading DNA during
interference than spacers that would be acquired during other phases of the phage
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life cycle. This contributes to explain how CRISPR-Cas systems generate spacers
that will be successful in achieving efficient immunity (Figure 1.7.b) [179].
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Figure 1.7: Prespacers production pathways.

a. Prespacers (red) can either be produced by naive or primed adaptation by type I
systems. RecBCD is involved in prespacers production in naive adaptation of type I-
E systems. R-M systems could also generate prespacers in naive adaptation. Primed
adaptation occurs through a Casl-Cas2 stimulated recruitment of Cas3 which generates
small DNA fragments which can serve as prespacers. b. In type II systems, prespacers
can be acquired from defective phages or near cos sites i.e. DNA that is first injected
into the bacteria. Cas9 plays an important role in PAM selection. Adapted from [124].

A

Finally, another original way of acquiring new spacers was uncovered in some
type 11T systems where Casl is fused to a reverse transcriptase (RT-Casl) [160,
268]. RT-Casl allows the direct incorporation of RNA spacers. RT-Casl associated
with Cas2 catalyzes the ligation of RNA segments into the CRISPR array which is
then followed by reverse transcription and replacement of the RNA strand by DNA
[249]. This process also ensures that novel spacers come from transcribed regions
and are integrated in the right orientation, a prerequisite for type III immunity.
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Production of pre-spacers from primed adaptation

MGE can easily escape CRISPR-Cas immunity by mutating one position. In
order to keep up with escape mutants, type I systems can acquire spacers through
primed adaptation [265, 150, 58, 226]. Primed adaptation allows spacers acqui-
sition at a higher rate from an MGE already targeted by a spacer than by naive
adaptation (Figure 1.7.a)[81].

Primed adaptation is based on an imperfect target recognition and therefore re-
quires both the machinery of adaptation and interference [281]. Molecular mecha-
nism requires the effector complex to choose between interference or primed adap-
tation. The first step is target recognition. The detection of a PAM or a specific
crRNA sequence can induce conformational rearrangements in the bound crRNA
effector complex that will favor either priming or interference [224, 303, 104, 304,
302, 275]. In type I-E systems, Cas8, the large subunit of the effector complex can
adopt two conformational modes which will either lead to a direct recruitment of
the Cas3 nuclease and therefore interference [104, 304] or a Casl-Cas2 stimulated
recruitment of Cas3 [224, 302]. In the case of a Casl-Cas2 recruitment, Cas3 of
type I-E produces in vitro ssDNA fragments enriched for PAMs [144]. They could
provide prespacers for Cas1-Cas2 which could be localized near Cas3 i.e. the pres-
pacers production site. In type I-F, cas3 is fused to cas2 [161, 226, 258] leading
to a colocalization of the prespacer production site and the adaptation machinery.

As primed adaption can still function with guides with several mismatches, it
constitutes a positive feedback loop against escape mutants [124]. This strategy
can be essential to achieve complete immunity against specific MGE such as highly
mutating phages [150].

Integration of a new spacer

Once a prespacer is loaded on the Casl-Cas2 integration complex, integration
of a new spacer will unfold in three steps: 1) ensuring the right orientation and
positioning of the spacer, 2) finding the right position to integrate the spacer, 3)
integrating the spacer (Figure 1.8).

First, to determine the right size, type I-E Casl-Cas2 complex uses tyrosine
wedges present on the Casl dimer to act as a molecular ruler. The length of the
new spacer is therefore determined by the fixed distance between those wedges
(Figure 1.8.a) [282, 194, 95]. Given that spacers in one array have usually the
exact same size, similar molecular rulers could exist in other systems. Correct
PAM selection is still not fully understood but in type I-E systems, the presence of
a canonical PAM within the prespacer increases the affinity for Cas1-Cas2 binding
even if is not a requisite [282].
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The second step is the recognition of the CRISPR array (Figure 1.8.b). The
Casl-Cas2 prespacer complex binds to the leader region of the CRISPR array and
first repeat. To do so, it is either directed by sequences upstream of the leader
region and/or assisted by host proteins. Casl-Cas2 complex shows specific affinity
in vitro for sequences upstream of the leader region [193, 301, 173, 284]. In type
I-F systems, the leader repeat recognition is assisted by the integration host factor
(IHF) heterodimer [192, 301]. IHF binds the CRISPR leader to induce DNA
bending helping Cas1-Cas2 localize the leader region [308]. However, IHF is not
present in all bacteria, pointing out the existence of other mechanisms to specify
the integration site. In type II systems, short leader-anchoring sites adjacent to
the first repeat are essential for adaptation. Therefore type II-A relies only on
sequence specificity for the leader repeat recognition [287, 193, 173, 302].

The third step is the integration into the CRISPR array (Figure 1.8.c). For type
I-E systems, the four Casl monomers contain a PAM-sensing domain, only one
PAM sensing domain is sufficient to appropriately place the substrate in the right
orientation for integration [282, 194, 265, 243]. Orientation is critical; if the PAM
ends up on the wrong side of the protospacer on the targeted MGE, interference will
not take place. Processing of the prespacer by Cas2 creates two 3’OH ends required
for nucleophilic attack on each strand of the leader-proximal repeat [13, 193].
Two consecutive nucleophilic attacks generate the full site integration product.
The first nucleophilic attack most likely occurs at the leader-repeat junction and
creates a half-site intermediate. The second nucleophilic attack occurs at the
junction between the repeat and the spacer. Once the full site integration product
is created, host DNA repair enzymes fill the gaps generating new repeats (Figure
1.8.d) [193, 301, 124].

Spacer integration mechanisms of type I-E and type II-A are now relatively well
understood. Several differences can be noted such as the mechanism of identifica-
tion of the leader end of the CRISPR array through specific sequence for type I1-A
[302] and with the help of IHF for type I-E [192, 301]. Other mechanisms could
exist for other subtypes and remain to be discovered.

To conclude, molecular mechanisms by which CRISPR~Cas systems acquire new
spacers and target specific nucleic acid sequences are extremely diverse. Their
study has led to the emergence of a multitude of CRISPR based technologies and
the understanding of the rest of these mechanisms will likely enrich the CRISPR-
Cas toolbok. The study of specific molecular details for certain subtypes was
hampered by the initial observation that CRISPR-Cas systems were not always
expressed. The following section therefore details CRISPR-Cas systems regulation.
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Figure 1.8: Spacer integration.

a. Loaded Cas-Cas2 complex (green). Correct size of the spacer is guaranteed by
the distance between tyrosine wedges on Casl (purple) that act as molecular ruler (dark
blue). Casl also possess a PAM sensing site which ensure correct orientation (orange). b.
Leader end recognition is achieved by sequence specificity or helped by host factors like
the IHF (not represented) that bends the DNA. c. A new spacer is integrated through
two consecutive nucleophilic attacks (red arrows) of bound DNA to the CRISPR array
d. New repeat is formed by gap filling by host DNA repair proteins. Red and blue lines
correspond to two strands of the loaded prespacer. Adapted from [124].

1.1.6 CRISPR-Cas systems regulation

CRISPR-Cas systems are regulated by diverse mechanisms [206]. The most
famous regulation of CRISPR-Cas systems comes from F. coli, as its endoge-
nous type I-E CRISPR-Cas system is not expressed under laboratory conditions
[295]. The type I-E CRISPR-Cas system is repressed by the histone-like nucleoid-
structuring (H-NS) which can be relieved by the transcription activator LeuO (Fig-
ure 1.9.a)[295]. This type of repression is actually not specific to E. coli but shared
by Salmonella enterica serovar Typhi and Klebsiella pneumoniae [174, 151]. In K.
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pneumoniae, imipenem antibiotic increases H-NS expression, which then decreases
cas3 transcription, and leads to reduced CRISPR-Cas activity [151]. In Salmonella
enterica serovar Typhi, the leucine-responsive regulatory protein (LRP) is involved
in CRISPR~Cas repression (Figure 1.9.a) [174]. This endogenous repression could
limit the cost of expressing constitutively a CRISPR-Cas system or limit autoim-
munity phenomenon. One major aspect of CRISPR-Cas systems regulation is
therefore to understand the external factors that will lead to the upregulation of
CRISPR-Cas systems compared to a repressed state.

First, some CRISPR-Cas systems are regulated by quorum sensing (Figure
1.9.b) [205, 116]. At low density, the quorum sensing machinery of Serratia sp.
ATCC39006 represses three different CRISPR-Cas systems (I-E, I-F and III-A).
The accumulation of quorum sensing signal in high density population leads to an
increased expression of the CRISPR-Cas systems [205]. In Pseudomonas aerugi-
nosa, type I-F CRISPR-Cas system is controlled by two quorum sensing activators
[116]. In both cases, the argument for the existence of this regulation, is the ability
of the cell to limit the cost of expressing its defense systems at low density when
the risk of infection is lower compared to high density (Figure 1.9) [205, 116].

Second, several arguments point to the ability of CRISPR-Cas systems to re-
spond to the disruption of the bacterial envelope (Figure 1.9.c) [222]. First, it was
observed in different organisms that CRISPR-Cas are upregulated during phage
infection [310, 219, 84, 3]. Second, in E. coli, a link was demonstrated between the
type I-E CRISPR-Cas system and the regulator system BaeSR known to respond
to extracytoplasmic stress [211]. Moreover, type I-E CRISPR-Cas system is up-
regulated through the stabilization of Cas3 by the heat shock protein G (HtpG),
known to be induced during phage infection [309]. Finally, a third potential link
between CRISPR-Cas systems and the bacterial envelop resides in the VicRK sys-
tem of Streptococcus mutans, which is implicated in response to oxidative stress,
competence and biofilm formation. Mutants deleted for VicRK resulted in in-
creased type II-A expression [239].

Third, CRISPR-Cas systems are regulated by metabolic changes which could
signal an infection (Figure 1.9.d). The argument relies on the observation that
bacterial metabolism changes during an infection and is quite specific to the phage
infecting the bacteria[206]. By being regulated by major signaling molecules or
metabolism proteins, CRISPR-Cas systems could respond to such changes. In
Pectobacterium atrosepticum, the type I-F CIRSPR-Cas system is regulated by the
signalling molecule cAMP and its receptor CRP, as well as the metabolic enzyme
GalM [204]. LeuO which can relieve H-NS repression is itself a transcriptional
regulator that responds to amino acid starvation [206].
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Figure 1.9: CRISPR-Cas systems regulation.

a. Constitutive repression. In bacteria like E. coli, K. pneumoniae and S. enterica
CRISPR-Cas systems are repressed. b. Quorum sensing regulation. A high cell density
will generate a quorum sensing signal (dark blue) which will alleviate the repression by
a QS regulator (light blue). ¢ Proteins associated to the bacterial envelope can regulate
CRISPR-Cas systems. Both repression (VicKR system in S. mutans) and activation
(BAeSR and HtpG) in E. coli have been reported. d. Metabolism regulation. Different
metabolim molecules have been reported to activate CRISPR-Cas systems such as cAMP
through its receptor CRP or LeuO by preventing the H-NS repression. Red arrows
correspond to activation, blue lines to repression. Organisms in which regulation has
been demonstrated are noted in black. Adapted from [206].

1.1.7 Where do CRISPR-Cas systems come from ?

According to a current hypothesis, CRISPR-Cas systems would have emerged
through the insertion of a casposon next to a Casl0 like protein from which the
effector module would have originated (Figure 1.10) [139].

Casposons are a class of self synthesizing transposons that encode a Casl ho-
molog [142]. Comparative genomics of 62 strains of the archaeon Methanosarcina
mazei allowed to show that these elements are mobile [143]. The integrase activity
of the Casl homolog as well as the similar target site specificities of Casposon
integration and CRISPR spacer incorporation have recently been demonstrated
experimentally [112, 22]. The casposon might also have provided ancestors of
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CRISPR repeats and the leader sequence [141]. Cas2 is thought to have origi-
nated either from the casposon or from a toxin-antitoxin module thus completing
the adaptation module [140].
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Figure 1.10: A working scenario for CRISPR-Cas systems evolution.
CRISPR-Cas systems would come from the association of a CaslO like gene and a
Casl homolog from a casposon. Further steps would have lead to the ancestral form
of CRISPR-Cas systems which ressemble Class 1 systems. The multi protein effector
would then have been replaced by single proteins from different mobile elements leading
to the emergence of Class 2 systems.

Adapted from [181, 140, 141].

The ancestry of the effector module is even less clear. As Class 1 systems
are widespread [162], Class 1 effectors are believed to be the ancestral form. As
core subunits of Class 1 effectors contain divergent version of RRM domains, the
hypothesis is that an ancestral protein like Cas10 evolved by serial duplication fol-
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lowed by diversification [139]. The working hypothesis concerning Class 2 variants
is that they evolved through replacements of the effector locus by single proteins
that came from different mobile genetic elements. Type II systems would derive
from proteins from IscB transposons [135] while type V systems are linked to TnpB
transposons [244]. Finally, type VI ancestors have not been determined precisely
yet, but would derive from Cas proteins containing HEPN domains [140].

In less than a decade, incredible progress has been made to understand how
CRISPR-Cas systems work. However, not every aspects of CRISPR-Cas systems
were tackled at the same speed. While initial reports focused on the immunity
phase, the last few years, more studies have been dedicated to adaptation. This
chronological aspect can be appreciated through the precise molecular details pro-
duced on different subtypes for the immunity phase which does not have a match
for the adaptation phase. Even if many studies tackling molecular mechanisms
were motivated by potential applications, the discovery of an adaptive immune
system in bacteria also generated a lot of enthusiasm in another community, scien-
tist studying the arms-race between bacteria and their phages and the subsequent
consequences on bacterial evolution.
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1.2 CRISPR-Cas systems impact on bacteria and
phages

As an immune system, CRISPR-Cas systems have a very strong evolution-
ary impact at a short time scale by for example allowing a bacteria to survive
a phage infection. However, they can also influence long-term microbial evolution.
First, they can limit horizontal gene transfer. Second, non-canonical functions
of CRISPR-Cas systems have emerged and impact various cellular processes like
gene regulation, virulence or dormancy. Third, the constant arms-race between
bacteria and phages has led to the emergence of original mechanisms to evade
CRISPR-Cas immunity. Even if CRISPR-Cas systems also target plasmids, very
few studies have experimentally examined the interplay between CRISPR-Cas sys-
tems and plasmids, which is why most of the concepts explained and work cited
concern phages.

1.2.1 The impact of CRISPR-Cas systems on bacterial genome

The first potential influence of CRISPR-Cas systems on bacterial evolution is
its impact on horizontal gene transfer. Experimental work have demonstrated
that CRISPR-Cas systems constitute a barrier to natural transformation [31, 316,
conjugation [169, 155], and transduction through immunity against phages [19].
Limiting horizontal gene transfer can impact bacteria in many ways. For example,
a study showed that the size of the genome for specific strains of P. aeruginosa
was directly impacted by the presence of CRISPR-Cas systems [23]. Genomes
harbouring active CRISPR-cas systems were on average 300 kb smaller than those
without CRISPR-Cas systems or with inactive ones [23].

Apart from genome size, CRISPR-Cas systems have been found to impact the
acquisition of pathogenic traits in E. coli. [86]. A study detected a negative corre-
lation between the number of type I-E CRISPR repeats dataset and the presence
of pathogenicity traits [86]. Similarly, a strong inverse correlation between the
presence of a CRISPR-Cas locus and acquired antibiotic resistance was detected
in Enterococci faecalis [202]. Preventing HGT can lead to host specialization. In
Legionella pneumophila, CRISPR-Cas systems prevent the transfer of an episome
that leads to an improved fitness in Acanthamoeba but a reduced ability to repli-
cate in other hosts and conditions [221]. Finally another argument for a negative
impact of CRISPR-Cas systems on HGT is their absence from species where HGT
is important and their presence in closely related bacteria. For example, Strepto-
coccus pneumoniae does not have a CRISPR-Cas system while most closely related
Streptococci do [103]. It was also demonstrated that loss of competence for natu-
ral transformation was often followed by CRISPR loss underlying the evolutionary
link between natural transformation and CRISPR-Cas immunity [133].
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However other studies have brought up evidence showing that CRISPR-Cas
systems do not impact negatively HGT rate. Bacteria which encode at least one
prophage (phage integrated in the bacterial chromosome) were more likely to har-
bour type I and type II CRISPR-Cas systems [269]. In E. coli, no specific link
could be made between strains lifestyle and the presence or content of CRISPR-
Cas systems [270]. Still in E. coli, CRISPR-Cas systems had no impact on the
spread of antibiotic resistance plasmids [271]. More generally, when horizontal
gene transfer was studied at evolutionary timescales by using three different mea-
sures [94], no correlation was found between the number of HGT events and the
length of the CRISPR array suggesting that CRISPR-Cas systems do not impact
HGT at this scale [94].

Overall, the impact of CRISPR-Cas systems on HGT seems to depend on the
scale and the organisms in which studies were conducted. Even if experimental
evidence and bioinformatics correlations in specific species tend to show that HGT
is impacted by CRISPR-Cas systems, this does not hold for other organisms or
at a larger scale. The impact of CRISPR-Cas systems on horizontal gene transfer
and therefore on bacterial evolution remains a complex and open issue.

1.2.2 Non canonical functions of CRISPR-Cas systems

Apart from its canonical role as an immune system, several studies have shed
light on other functions of CRISPR-Cas systems. A report has shown that some
CRISPR arrays do not present the evolutionary dynamics of an active immune
system, as they evolve much slower, but they are still conserved indicating other
potential functions [272]. Several examples of these have now been demonstrated
in diverse aspects of bacteria life including population behavior control, host-
pathogen interactions and cell dormancy [293, 17, 222].

Population behaviour control

Two main examples have implicated CRISPR-Cas systems in population behav-
ior control: the regulation of fruiting body in Myxococcus rhanthus and biofilm
regulation in Pseudomonas aeruginosa (Figure 1.11.a) [222]. M. zanthus harbours
a type I-C and a type III-B CRISPR-Cas system. Disruption of casd, cas7 and
cas8 of the type I-C leads to reduced sporulation [280]. Even if the mechanism is
still unclear, Cas8 is a regulator of FrutA, a fruiting body transcriptional activator,
which itself is involved in the expression of the Cas cluster. The Cas operon is only
transcribed in certain growth conditions and the cas genes expressed in specific
locations of the fruiting body [280, 293]. The formation of fruiting body is also
influenced by type III-B CRISPR-Cas system which regulates exopolysaccharide
(EPS) production and type IV pili-mediated chemotaxis.
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Another population behaviour control involving CRISPR-Cas systems concerns
biofilm formation. In Pseudomonas aeruginosa, the presence of the prophage
DMS3 and a type [-F CRISPR-Cas system inhibits biofilm formation and swarming
motility [311]. The molecular mechanism require all the interference components
[44]. More specifically, a spacer of the type I-F' CRISPR array targets a gene from
the prophage DMS3 [44].

Host pathogen interactions

Most of the described non-canonical functions of CRISPR-Cas systems are linked
to host pathogen interactions i.e. the ability of bacteria to infect an host (Fig-
ure 1.11.b). However this might reflect more a bias in microbiology research than
an actual trend specific of CRISPR-Cas biology. One of the best characterized
example is the regulation of virulence of Francisella novicida by its type II-B
CRISPR-Cas system. Mutations in the CRISPR-Cas system lead to reduced vir-
ulence in mice. [234, 233]. The CRISPR-Cas system represses the production of a
protein called BLP which is recognized by the host immune system. By repressing
its production, F. novicida escapes host detection and increases its virulence [234].
The repression involves Cas9, the tractRNA and the crRNA [233]. Other Type II
systems have been shown to regulate virulence. Mutants of Cas9 in Campylobac-
ter jejunt which harbour a Type II-C system, showed reduced adherence, invasion,
and attenuated cytotoxicity towards human gut cell lines [156].

Similarly, Cas proteins of the type I-F CRISPR-Cas system of Pseudomonas
aeruginosa strain UCBPP-PA14 target the mRNA of LasR, a quorum sensing
regulator. This regulation reduces pro-inflammatory responses of the host in cell
and mouse models [228]. In Xenorhabdus nematophila, a mutant in a region called
NilD abolished the colonization of X. nematophila host [278]. The NilD RNA is
actually a single CRISPR RNA and its expression depends on the presence of the
Casb6 protein from a type I-E CRISPR-Cas system but not on the nuclease Cas3
[278].

In Legionella pneumophila, mutants for cas2 cannot survive within amoebae
and introducing cas2 in strains which lacked it increased infectivity [97, 98]. Cas2
is upregulated during intra-amoeba growth and even if the regulation mechanism
is not fully understood, the RNase activity of Cas2 is required [98]. Cas2 was
also introduced in Mycobacterium smegmatis and led to an altered expression of
sigma factors which are involved in mycobacterial stress response and virulence
[117]. Finally, CRISPR arrays alone can impact virulence. Listeria monocyto-
genes harbours an orphan CRISPR array called Rlib. When overexpressed, RliB
upregulates feoAB, a ferrous iron transporter involved in virulence [166].
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Dormancy

Another role for CRISPR-~Cas systems had been previously hypothesized: its
implication in cell dormancy [293]. As detailed in the section on molecular mecha-
nisms of immunity, recent studies have unveiled two mechanisms by which CRISPR-
Cas systems could lead to toxicity, dormancy or cell death: 1) the non specific
RNAse activity of Casl3a (C2c¢2) from type VI CRISPR-Cas system [2, 69] 2)
Csm6, which upon activation by coA cleaves RNA non specifically [136, 189] (Fig-
ure 1.11.c).

The roles of CRISPR-Cas systems beyond immunity are diverse and involve
both Cas proteins and CRISPR arrays. Even if specific cases have been reported,
much remains to be understood on the prevalence of those alternative functions of
CRISPR-Cas systems and how those functions evolved.

a. Population b. Host pathogen C.  Dormancy
behaviours interactions

Fruiting bodies | | biofilm formation
formation » swarming Y\,

\
l

Chemotaxis — virulence f
- —) P. aeruginosa
T Type | host colonization /"

| — X. nematophila J,

expression of

phages related a,
T —) C. jejuni '
~ o D i e
frutA and EPS  self targeting — —
; F. Novicida
regulation protospacer NilD/ crRNA Type VI Type Il
T T | survival within host /‘| non specific cleavage
L. pneumophila of RNA 5
- Y
Type I-C  Typel-F
: — ———————
Type I8 ces2 @ ;
: —
M. xanthus P. aeruginosa M. smegmatis Y
virulence /* J’
CRISPR RNA ~— — =
L. monocytogenes |death/‘| |tOX|C|tyf| |dormancy/\|

Rlib

Figure 1.11: Non canonical functions of CRISPR-Cas systems.

Several non canonical function of CRISPR-Cas systems have been described in a wide
range of bacteria and concern three main types of cellular processes: a. control of
population behaviour, b. host pathogen interactions and c. dormancy. Organisms in
which functions were described are indicated in blue and italic. Red arrows correspond
to enhancement by CRISPR-Cas systems, blue arrows to decrease
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1.2.3 CRISPR impact on phages: the consequences of a
constant arms race

Bacteria and phages are engaged in a constant arms race. As with any defense
system, phages have found ways to escape CRISPR-Cas immunity using a vari-
ety of mechanisms which involve genome modification or specific anti-CRISPR
proteins (Figure 1.12).

Avoiding sequence specific targeting through genome modifications

Phages have a high mutation rate which enables them to adapt rapidly [67]. Tt
was quickly hypothesized and then observed that phages could escape CRISPR-
Cas systems by single mutations. Several co-evolution experiments between bac-
teria harbouring a functionnal CRISPR-Cas systems and a phage have been led
in Streptococcus thermophilus (62, 263, 199] and in Synechococcus [106]. They re-
port the accumulation of single mutations in phages in CRISPR targeted regions.
More specifically, the PAM sequence is more frequently mutated compared to the
protospacer. As in some CRISPR-Cas subtypes, there is a tolerance for sequence
specificity and priming effects. Mutations in the PAM ensure complete abolition
of CRISPR immunity (Figure 1.12.a).

Co-evolution experiments have also led to the observation of genome rearrange-
ments [199]. It was observed that the presence of multiple phages increased phage
persistence. Genomes analysis revealed that recombination events took place be-
tween phages thus generating chimeric phages which did not harbour CRISPR
targeted regions [199]. Similar observations have been made when studying natu-
ral ecosystems. Extensive recombination events have been observed in phages of
two natural acidophilic biofilms to escape CRISPR-~Cas immunity (Figure 1.12.a)
[9].

Phages can also modify their genomes through the attachment of chemical
groups to their DNA [41]. These forms of DNA modifications are used to escape
other bacterial immune systems like restriction modification systems [286]. Wild-
type T4 containing gle-HMC, a covalent modification of the DNA where cytosine
is replaced with glucosyl-hydroxymethylcytosine, was resistant to CRISPR-Cas9
interference [41]. However, genome modifications are not the only way by which
the arms-race operate.

Anti- CRISPRs

Phages encode small proteins that inhibit CRISPR-Cas systems and were named
anti-CRISPRs or Acr (Figure 1.12.b)[252, 37]. Discovery of anti-CRISPR came
through the unexpected observation that lysogenized strains of P. aeruginosa with
specific prophages were susceptible to lytic phages while the non lysogenized ones
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were resistant [35]. This was explained by the discovery that the prophages en-
coded proteins inhibited the otherwise active Type I-F CRISPR-Cas systems. Acr
have now been found against type I-E, I-F, II-A and II-C CRISPR Cas systems
[208, 207, 223, 118, 37]. They are encoded by both temperate and lytic phages
[118, 37]. They present different mechanisms of actions. They can prevent target
recognition by binding to the effector complex or to the nuclease in type I systems
[283, 285, 51]. Similarly, they can hamper sgRNA-guided DNA binding through
DNA-mimicking in type IT systems [65, 307, 241].

Anti-CRISPR are widespread. 64% of 449 P. aeruginosa type I-F CRISPR-Cas
are inhibited by chromosomally encoded AcrF [209]. It was further estimated that
53% of 81 P. aeruginosa type I-E CRISPR-Cas are susceptible to AcrE[36] and
50% of L. monocytogenes type II-A systems to AcrITA [223]. The co-occurrence of
CRISPR-Cas systems and Acrs leads to interesting consequences for both phages
and bacteria. If a phage harbours an Acr, this may allow lysogeny and thus HGT
[37].
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Figure 1.12: Phages escape mechanisms from CRISPR-Cas immunity.

a. Genome modifications such as mutations in the PAM sequence, or in the targeted
sequences, genomes rearrangements or covalent modification have been shown to allow
phages to escape CRISPR immunity. b. Anti-CRISPR proteins or Acr (yellow or pink
polygones) inhbitit CRISPR-Cas systems in a type and even subtype dependent way,
by binding to different domains of Cas proteins involved in target recognition or DNA
cleavage.
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The recently discovered anti-CRISPRs, beyond constituting an interesting man-
ner of escaping CRISPR~Cas immunity generated a lot of interest from the CRISPR-
based technology community. These small proteins could indeed be used to regu-
late proteins such as Cas9 which could prove very useful for specific applications.

The diverse mechanisms to escape CRISPR-Cas immunity introduced in this
section directly underline one major challenge for CRISPR-Cas systems : how to
deal with escape mutants. The arms-race between bacteria and phages obviously
also impact the way CRISPR-Cas systems evolve. The main dynamics, and factors
that influence this evolution constitute the focus of the next section.
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1.3 Evolution of CRISPR-Cas systems

1.3.1 CRISPR-Cas systems are scattered

CRISPR-Cas systems are widespread in bacteria thanks to horizontal
transfer

CRISPR-Cas systems are found in more than 90% of archaea and in around 50%
of bacteria [161]. They are present across many bacteria phyla [161]. Many metage-
nomics studies have revealed the presence of CRISPR-Cas systems in very diverse
environments including gut [225, 260, 91, 167], rumen [26], acid mine drainage
[9, 273], antarctic surface snow [154] or hot springs [106, 107].

This widespread distribution can partly be explained by the observation that
CRISPR-Cas systems are massively transferred horizontally. First evidence for this
transfer was discovered in the early 2000s before CRISPR-Cas mechanisms were
understood. Phylogenetic analysis of cas genes and presence in diverse prokaryotes
led to suggest that HGT was responsible for the movement of these clusters among
distantly related genomes [159]. The first study fully dedicated to the HGT of
CRISPR-Cas systems was performed in 2006. The phylogenetic analysis of cas
genes revealed incongruences with the species tree indicating HGT [90]. Further
analysis confirmed the high level of transfer either using comparative network
clustering of direct repeats (DRs) and cas genes [47] or focusing on archaea [11]
or on specific genera like Shigella [306], Campylobacter [210].

This horizontal transfer is also supported by the fact that CRISPR-Cas sys-
tems have been detected on diverse mobile genetic elements (MGE). CRISPR-Cas
systems were found on megaplasmids in diverse bacteria including Treponema den-
ticola, Vibrio vulnificus, Yersinia pestis [90]. Functionning type I and IIT CRISPR-
Cas systems were characterized in a plasmid of the Cyanobacterium synechocystis
sp. PCC6803 [235], in a Lactococcus lactis [177] and on Streptomyces linear plas-
mid pSHK1 [99]. Apart from plasmids, phages also encode CRISPR-Cas systems.
First, CRISPR arrays were detected in Clostridium prophages [253]. Metagenomic
studies of the human gut virome revealed phages encoded CRISPR [178]. Exper-
imental evidence came with the exemple of the Vibrio cholera phage ICP1 which
encodes a functional Type I-F CRISPRCas system and uses it in an ironic turn of
events to neutralize phage resistance mechanisms [236]. Finally, recent evidence
demonstrated that Tn7-like transposons encode type I-F and type I-B minimal
CRISPR-Cas systems [212].

CRISPR-Cas systems remain quite rare for an immune system

Despite important transfer, CRISPR-Cas systems remain rare in bacteria. While
several studies on fully sequenced genomes have reported their presence in 90% of
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archaea and 50% of bacteria [161, 1], a recent report on groundwater filtrates re-
vealed that in this environment only 10% of archea and bacteria encoded CRISPR-
Cas systems [43]. More strikingly, some phyla were completely devoid of CRISPR-
Cas systems [42]. Study of these phyla in other environments confirmed that the
absence of CRISPR-Cas systems was not restricted to a specific environment [42].
The gap between those detections can be explained by the genomes studied. The
abundance of certain clades in groundwater filtrates differ from their abundance
in the database of fully sequenced genome and might suggest that CRISPR-Cas
systems are less advantageous in this specific environment. Altogether, their preva-
lence appear quite low in comparison to other defense systems such as restriction
modification, of which two copies per genome are found on average [197]. Even in
the same species, strains differ in terms of presence of CRISPR-Cas systems [294].
This scarcity raises questions relative to potential costs of harbouring CRISPR-Cas
systems.

Several studies have also reported that CRISPR-Cas systems are not evenly dis-
tributed across these environments. More specifically, high-temperature environ-
ments encompass more organisms encoding CRISPR-Cas systems [8, 160, 289]. An
enrichment in CRISPR-Cas systems was also reported in marine sponge-associated
microbial metagenomes [114] while groundwater filtrates showed reduced preva-
lence of CRISPR-Cas systems [42]. This scattered distribution underlines the
impact of ecological factors on CRISPR-Cas systems distribution.

CRISPR-Cas systems are lost and gained

To explain the variation in the presence, number and function of CRISPR-Cas
loci within and between bacterial species, several studies argue for a dynamic of
frequent loss of CRISPR-Cas systems that are then gained again through hori-
zontal gene transfer[266, 25, 128]. Cas genes evolve under purifying selection that
is typically much weaker than the median strength of purifying selection which
suggest that they could be lost easily [266].

An experimental study in Staphylococcus epidermidis led to the observation that
the loss of CRISPR-Cas systems even by large deletions can have little or no fitness
cost in wvitro [128]. Loss of CRISPR-Cas systems was observed in different set
ups. In Thermoanaerobacter genus, transposons insertions in CRISPR arrays were
detected in six out of 8 species carrying CRISPRs [157]. In S. agalactiae, removal
of spacers was observed repeatidly. In Mycoplasma gallisepticum, a host shift was
followed by a very fast inactivation and then loss of CRISPR [59]. The evidence
for frequent loss and frequent transfer led to the assumption that CRISPR-Cas
systems are in a continuous state of flux by being lost when they bear a cost or when
they are neutral and then reacquired by horizontal transfer (Figure 1.13)[128].
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1.3.2 Evolutionary dynamics of CRISPR arrays
Dynamic and diverse CRISPR spacer content targets the mobilome

The dynamics of CRISPR arrays spacer content were examined in diverse envi-
ronments. Observations on acidophilic biofilms revealed rapid acquisition of new
spacers in different CRISPR loci [9, 273]. The study of the saliva from four human
subjects over an 11 to 17 months time period revealed highly dynamic and diverse
CRISPR arrays. A core (ranging from 7% to 22%) of shared CRISPR spacers re-
mained stable over time within each subject, but nearly a third of CRISPR spacers
varied between time points. Even in Antarctic surface snow, thousands of unique
spacers were recovered with less than 35% overlap between four sampling sites
[154]. In a study of biofilms in acid mine drainage, despite the recovery of 452
686 spacers in the bacterial population, rarefaction curves of spacers showed no
saturation [264]. Corroborating metagenomics observations, many experimental
studies show rapid acquisition (less than 24 hours) of diverse spacers in different
species including Sulfolobus solfataricus, S. thermophilus, E. coli, P. aeruginosa
[77, 263, 149, 199, 145, 277]. However, these experiments may not have been rep-
resentative of natural conditions as they were achieved with one phage and one
strain. The diversity of spacers observed in CRISPR arrays has even been used for
pathogen tracking using spoligotyping. It was employed in diverse Gram-positive
and Gram-negative bacteria, including Mycobacterium tuberculosis, Salmonella en-
terica, Yersinia pestis and Erwinia amylovora [21, 240].

The rates of acquisition and loss of spacers are not the same along the CRISPR
array. In metagenomics samples of acid mine drainage biofilms, the spacers found
at the trailer end (opposite to the leader end) and therefore the oldest are con-
served for at least 5 years [264]. Similar observations were made in metagenomics
analysis of the gut microbiome [225, 260]. Blocks of historical trailer-end spacers
were shared by multiple individuals [176]. Thus, CRISPR array dynamics can
be described as leader end diversity and trailer end clonality, meaning that in a
population, the leader end (near the transcription start) will encode very diverse
spacers while the trailer end of the arrays will harbour similar spacers (Figure
1.13).

However, not all CRISPR-Cas systems have a high rate of acquisition of new
spacers. CRISPR array evolution in Escherichia coli and Streptococcus agalactiae
can be explained mainly by vertical inheritance and differential spacer deletion
[145]. E. coli strains which diverged around 250 thousand years ago show identical
CRISPR [272]. These dynamics led to question the role of CRISPR-Cas as an

adaptive immune system in this species.

Despite its role in immunity, several studies have reported that spacer sequences
from metagenomic data rarely match viral genomes [8, 91]. Several hypothesis have
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Figure 1.13: The evolutionary dynamics of CRISPR-Cas systems in a bacte-
rial population.

CRISPR-Cas systems are often lost and then gained by horizontal gene transfer which
leads to a scattered presence of cas genes and CRISPR arrays. The CRISPR arrays
at a population level are characterized by leader end diversity (diverse spacers near the
promoter) and trailer end clonality (similar spacers at the end of the array).

been put forward to explain this paradox. First, few viral sequenced genomes are
available. Findings that spacers match phages present in the same sample cor-
roborate this hypothesis [9, 260]. Second, given the fast evolution of phages to
escape CRISPR-Cas immunity, spacers can match sequences that no longer ex-
ist, as phages bearing these sequences disappeared. This is corroborated by the
fact that only recently acquired spacers match coexisting phages [9, 260]. A third
hypothesis is that CRISPR would only target rare phages, making them more
difficult to sequence [75]. In a metagenomics study, the vast majority of spacers
did not match any of the 140 viral contigs > 10 kb, which came from virus abun-
dant enough to be assembled easily [75]. However, no experimental studies have
corroborated these observations yet. Recently, a quantitative and comprehensive
investigation on CRISPR spacers and their targets from fully sequenced and draft
bacterial and archaeal genomes was performed [245]. Targets could be identified
for 7% of the spacers and originated almost exclusively from MGE DNA. Oligonu-
cleotide composition comparison between spacers and MGE DNA led the authors
to conclude that the remaining 93% also originates from the mobilome [245].
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Hypothesis to explain the observed dynamics

Several models have been proposed to explain the observed trailer-end clonality
and leader-end diversity of CRISPR arrays.

The different models are built on three basic theoretical frameworks of host-
pathogen co-evolution [76]. First, diversity could be generated by trade-offs be-
tween immunity and fitness. While encoding more CRISPR-Cas systems with
diverse spacers could increase immunity, it might reduce fitness when phages in-
fections are low as resources are invested in a useless defense system. Such models
predict that maintenance of CRISPR-Cas systems if viral diversity is limited [102].
Second, diversity could be maintained through negative frequency-dependent se-
lection, where the adaptive benefit of a novel allele decreases as it increases in
frequency within a population. If a spacer is frequent in a population, it is more
likely that escape phages will arise than for a rare spacer. Thus, a bacteria encod-
ing a specific spacer might become less fit if this spacer is shared by others in the
population. This would lead to the maintenance of spacer diversity. Third spatial
structure could play a role in CRISPR diversity [101]. A model predicts that self
organization of bacteria in space would lead to the co-existence of subpopulations
of bacteria with a diversity of spacer numbers, with intermediate spacer numbers
most frequent [101].

Taking these hypothesis into account, more complex models investigated the
evolutionary dynamics of CRISPR arrays. One suggested that neutral variation
persists at the leader end until selection for a particular spacer causes a selective
sweep [105]. In certain conditions, among spacers that were equally fit, one spacer
or a set of spacers will become more advantageous thus invading the population.
New diverse spacers will then be integrated at the leader end thus generating
arrays with similar spacers at the trailer end and diverse ones at the leader end.
A second approach led to similar predictions that the selection for trailer end
clonality is caused by rapide selective sweeps by highly immune CRISPR lineages
[288]. In that framework, the leader end conservation is explained by the selective
advantage of preexistng spacers against persisting viral sequences [288].

A third approach suggested that co-existence of diverse spacers targeting the
same phage could be considered as equally-fit immune alleles and would confer
distributed immunity to a microbial population [50, 49]. The key factors for the
emergence of the co-evolutionary model is the asymmetry between 1) the vast
reservoir of protospacers due to the limited cost of generating a new allele 2) the
fitness constraints of evolving escape mutations for phages enhanced by the fact
that an escape mutant will only be resistant to one allele [49]. Using the concept of
distributed immunity, a model could predict a sustained diversity and stability of
CRISPR-Cas systems. This stability could lead to a decrease in viral population
density and even to viral extinction. The analysis of available experimental data of
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coevolving populations of Streptococcus thermophilus and their viruses showed the
rapid emergence of distributed immunity in the host population [49]. Distributed
immunity is also influenced by viral mutation rate, and host acquisition rate [49].

The concept was further validated by experimental evidence. In in witro co-
evolution experiments between P. aeruginosa and S. thermophilus and their re-
spective viruses, spacer diversity led to viral extinctions as viruses could no longer
escape CRISPR-Cas immunity by point mutation [277]. This was confirmed by
experiments demonstrating that phages could become locally adapted to their
bacterial hosts but only when CRISPR allele diversity was low [184].

However underlying hypothesis of the distributed immunity model might need
to be adjusted. A strong bias in spacer selection was detected during co-evolution
experiments between S. thermophilus and a bacteriophage as a few spacers were
much more abundant than what could be expected from a random selection. This
suggests either that some spacers are better than others or that there is a limit
towards the number of spacers that can be acquired as some are more preferentially
captured [198].

1.3.3 Ecological factors and the relative benefits of CRISPR-
Cas systems

Bacteria possess an arsenal of diverse immune systems to counteract phages.
Given the relative abundance of CRISPR-Cas systems compared to other defense
mechanisms, understanding how those different defense systems interact and the
conditions in which specific systems will be favored over others is essential. A study
in S. thermophilus demonstrated that CRISPR-Cas and restriction-modification
systems could be compatible and even work in a synergistic manner resulting
in increased phage resistance [68]. However, in another experimental set up, P.
aeruginosa either develops CRISPR-Cas based resistance or surface modification
to overcome phage DMS3 showing that defense systems don’t always function
synergistically [296].

A key factor for the emergence of CRISPR-Cas systems is low phage diversity
[289, 120]. Two different models predicted that benefits of CRISPR~Cas systems
would decrease as virus genetic diversity increases [289, 120]. Above a threshold
value of total viral diversity, the CRISPR-Cas system would become ineffective
as it would not be able to encode enough spacers to target the diverse phage
population and would therefore be lost. As genetic diversity depends among other
determinants on mutation rates and population size, both of these factors will
impact the maintenance of CRISPR-Cas systems. In one of the studies, the authors
argue that as mutation rates are typically higher in mesophilic prokaryotes than in
thermophilic prokaryotes, the impact on viral diversity would explain the higher
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presence of CRISPR-Cas systems in thermophiles [289]. Another approach reached
similar conclusions by showing that CRISPR-Cas like systems would be favored
against slowly evolving bacteria [172]. The higher prevalence in thermophiles could
also be explained through variation of the second parameter, population size [120].
As populations of mesophiles are larger than thermophiles, higher phage diversity
would occur in a large population. CRISPR-Cas systems would become ineffective
in that context [120]. Finally, viral diversity can also allow new escape mechanisms
such as recombination between phages susceptible to a specific spacer and immune
ones, limiting even more CRISPR-Cas immunity [199].

A second key factor for the emergence of CRISPR-Cas systems is low phage
abundance. Key findings on the importance of the force of infection, that is to say
the number of infective phages, come from an experimental study in P. aeruginosa
[296]. In the experimental setup, P. aeruginosa can evolve either surface modifi-
cation or CRISPR-Cas system to escape DMS3 phage. When performed in a high
resources media such as LB, the co-evolution experiment led to the emergence of
almost exclusively surface modification while in a low ressource media, it was the
opposite with almost exclusively CRISPR-Cas resistance. These observations were
explained by one parameter: phage abundance. When faced with rare infections,
an inducible system like CRISPR-Cas will be favoured, while constant infections
will favour a constitutive type of defense. Modeling of diverse immune strategies
reached the same conclusions [172]. Phage abundance can be impacted by other
factors. For example, migration of phage-sensitive host in a population harbouring
mainly CRISPR-Cas system can lead to an increase in phage abundance. In a sim-
ilar experimental set up using P. aeruginosa, it was shown that such migration led
to a switch in defense mechanisms in the population : from CRISPR-Cas systems
to surface modification [115].

1.3.4 Costs associated to encoding a CRISPR-Cas system

The relative scarcity and frequent loss of CRISPR-Cas systems suggest that
they also bear costs including: costs of maintaining and expressing a CRISPR-
Cas system, costs linked to autoimmunity phenomenon and costs from limiting
horizontal gene transfer (Figure 1.14).

Maintenance and expression of CRISPR-Cas systems

It is quite difficult to pinpoint the cost of expressing a CRISPR-Cas system as
CRISPR-Cas systems are very diverse in protein content and regulated in different
manners. The cost of Cas proteins expression and of acquiring new spacers were
measured in S. thermophilus. The main cost came from the expression of the Cas
proteins while additional spacers were not associated with any costs. This led the
authors to conclude that the cost of the CRISPR-Cas system was mainly due to
the maintenance of the defense system [274]. In a second study on P. aeruginosa,
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CRISPR-Cas systems were found to have an infection dependent fitness cost but
no constitutive cost [296]. As both studies reach different conclusions, further
studies on different species and types of CRISPR-Cas system could help clarify
this issue.

Autoimmunity

A second potential fitness cost generated by CRISPR-Cas systems is linked to
autoimmunity. Self targeting spacers were detected in the first studies that pos-
tulated the immune function of CRISPR-Cas systems [217]. In Yersinia pestis,
out of 36 spacers analyzed, 8 spacers matched sequences on the Yersinia chromo-
some [217]. A more general study of CRISPR arrays from 330 organisms found
that one in every 250 spacers is self-targeting, and that such self-targeting occurs
in 18% of all CRISPR-bearing organisms [259]. Experimental evidence in E. coli
showed that in this experimental model, the incorporation rate of self targeting
spacer is around 1 to 1000 [149, 63]. Acquisition of self-targeting spacers have
consistently been observed in various organisms in in vivo adaptation experiments
demonstrating that this is not a rare event [111].

The most common outcome of this self targeting is cell death. It was first
demonstrated in F. coli by showing that the lambda prophage was not protected
from the CRISPR-Cas system [72]. Further studies consistentely led to similar
observations in diverse species with diverse CRISPR-Cas systems [111].

Even if mortality due to autoimmunity is high, bacteria can survive through
several means. The pressure of self targeting can lead to genome remodeling. In
Pectobacterium atrosepticum, the type I-F CRISPR-Cas system has a spacer tar-
geting its own chromosome, more specifically a plant pathogenicity island. The
strong toxicity generated by self targeting imposes a strong selective pressure that
can result in large-scale genomic alterations, including the remodelling or dele-
tion of entire pre-existing pathogenicity islands [279]. Similar results were shown
with the type II-A CRISPR-Cas system of S. thermophilus. When confronted
with self targeting spacers, 99% of the bacteria died but the surviving transfor-
mants contained large deletions of the targeted regions which were the result of
recombination between insertion sequence elements (IS) [237].

Limitation of horizontal gene transfer

Providing resistance towards foreign genetic elements through for example CRISPR-
Cas immunity can in some cases be deleterious. Indeed, bacteria adapt through
horizontal gene transfer, and limiting the flux of HGT could prevent the bacteria
from acquiring desirable traits. Two studies have brought clues to support this
claim. First, a study looked at the relative advantage of encoding a CRISPR-Cas
system or acquiring an antibiotic resistance gene through plasmid transfer in S.
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Figure 1.14: The downsides of CRISPR-Cas systems.

CRISPR-Cas systems relative scarcity can be explained by both ecological factors in-
cluding phages diversity and phages abundance and intrinsic costs including cost of
expression, limiting HGT and autoimmunity.

epidermis [128]. They programmed the CRISPR-Cas system to target the plas-
mid bearing the antibiotic resistant cassette. They found that when exposed to
antibiotics, CRISPR-Cas mutants quickly emerged in this population thus favor-
ing the acquisition of the plasmid with the antibiotic resistant cassette over the
maintenance of the CRISPR-Cas system [128]. Similarly, another study repeated
the seminal experiment that led to the discovery of horizontal gene transfer : S.
pneumoniae without capsule genes were used to infect mice. Without capsules,
infection fails [31]. However, when these strains are used to infect mice in the
presence of heat-killed encapsulated pneumococci, infection succeeds thanks to the
transfer of capsule genes from the heat-killed pneumococci to the alive acapsu-
lated S. pneumoniae. When repeated with strains encoding CRISPR-Cas systems
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targeting capsules genes, only mutants that inactivated the CRISPR-Cas system
survived the mice immune system and achieved a successful infection. This sug-
gests that the loss the CRISPR-Cas system was adaptive under these conditions
[31]. Consistently with these results, an analysis of C. jejuni showed that strains
with defective CRISPR-Cas systems carried a prophage or a virulence-conferring
plasmid that were absent in two closely related strains with functional CRISPR-
Cas systems. These observations underline the fact that the need for HGT may
select against CRISPR-Cas systems.

Some mechanisms limit the different costs of CRISPR-Cas systems described
above. First the regulation and more specifically the repression or inducible expres-
sion of CRISPR-Cas systems can reduce the intrinsic cost, autoimmunity effects
and allow horizontal gene transfer. Similarly, immune priming has been proposed
to limit autoimmunity effects and to select which MGE are targeted. This could
allow for some differenciation between potentially beneficial or detrimental MGE
[276]. At a short time scale, these mechanisms limit the costs and could favor the
maintenance of CRISPR-Cas systems. In organisms, where CRISPR-Cas systems
are regulated, their loss could therefore be explained by long period of absence of
selection more than by the constitutive costs.

To conclude, CRISPR-Cas systems remain relatively rare for an immune system.
While ecological factors seem to play a major role in their uneven presence in di-
verse environments, they might not explain their scattered distribution in bacterial
genomes. Several hypothesis have been put forward to explain this paradox: costs
of maintenance, of autoimmunity and of the limitation of horizontal gene transfer.
However, none of these explanations fully solves this question. First, there is not
clear reason why the cost of autoimmunity should vary between clades. Second,
the cost of maintaining defense systems and preventing HGT are general for all
defense systems. Thus, we propose a complementary explanation : the success of
CRISPR-Cas acquisition by horizontal gene transfer is partly determined by the
interactions of these systems with the genetic background of the host. To test this
hypothesis, we decided to focus on one essential bacterial function: DNA repair.
Our choice was motivated by several reasons. First, CRISPR-Cas systems and
DNA repair pathways share the same substrate, DNA. Second, by potentially be-
ing able to repair breaks generated by CRISPR-Cas systems, DNA repair pathways
could limit CRISPR-Cas efficiency.
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1.4 DNA repair pathways in bacteria

1.4.1 DNA repair in bacteria : an overview

Several types of damages can affect DNA such as mismatches, single strand
breaks or double strand breaks. They are repaired by a wide variety of pathways:
base excision repair; mismatch excision repair; nucleotide excision repair; homolo-
gous recombination (HR); non homologous end joining (NHEJ) As CRISPR-Cas
systems generate DNA breaks, we will focus on DNA repair pathways that mend
such damages.

Gap repair Repair of dsDNA end
in specific conditions
1 1 1 1 when no template available
Rec) RecBCD
RecFR \ RecN \ « Ku
RecOR RecQ chi AddAB
ec ) AdnAB
ﬂ—_ pre synaptic =|$
— helicase =. .=
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Figure 1.15: Simplified overview of DN A breaks repair in bacteria.

Bacteria repair DNA breaks using mainly two pathways: homologous recombination
(HR) and Non Homologous End Joining (NHEJ). Homologous recombination is orga-
nized in three phases: pre-synaptic, synaptic and post-synaptic. Pre-synaptic proteins
recognize and process the DNA breaks and then recruit RecA. RecA catalyzes the synap-
tic phase which involves strand exchange. Post synaptic proteins resolve the Holliday
junction. Mainly two pathways carry out HR : RecBCD/AddAB which repairs double
strand breaks and RecFOR which repair mainly gaps even if it can mend DSB in spe-
cific contexts. NHEJ repairs double strand breaks without any template. Ku binds DNA
ends and recruits ligD or other ligases to seal the break.
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Bacteria repair DNA breaks using mainly two pathways: HR and NHEJ (Figure
1.15). HR can repair single strand gaps and double strand breaks while NHEJ
only repairs double strand breaks (DSB) [175, 15, 4]. Homologous recombination
requires an intact template while NHEJ does not require a template but is error
prone [38]. Other systems called alternative end joining exist in some bacteria.
They can repair DSB by ligation using microhomologies but they do so at very
low frequencies [48, 100]. HR is by far the most common system. It is almost
ubiquitous in bacteria while NHEJ is present in less than 30% of bacteria [227].
NHEJ is mainly used when HR is impaired or when no template is available [38,
171].

DNA repair is a very complex process. Bacteria can have proteins with overlap-
ping functions and can use different pathways to mend the same type of breaks.
More specifically, some pathways can be used as back up systems when other are
impaired. Moreover, a lot of different regulators modulate different parts of the
pathways [175, 4]. This complexity is reflected in the number of proteins involved
in theses processes. Genetic screenings in B. subtilis mutants have allowed to
identify at least 40 proteins involved in DSB repair [15].

1.4.2 Molecular mechanisms of homologous recombination

Most of the knowledge described here relies on the model organism F .coli, yet
some differences have been found in other bacteria and are indicated throughout
the section.

Pre-synaptic phase

The first step to repair a break is to sense and recognize the damage. In B.
subtilis, RecN acts as a first responder to DSBs. It senses the damage and then
recruits multiple DNA repair proteins. Bound to DSBs; it tethers DNA ends and
works as a scaffold for other DNA repair proteins [15]. In E. coli, as its concentra-
tion is highly regulated and maintained at very low levels, except during the SOS
response, it might play the same role of DNA tethering but only in very specific
conditions [188]. The main actors of the pre-synaptic phase (RecBCD, RecFOR,
AddAB and AdnAB) are multisubunit complexes that use different combinations
of helicases and nucleases to carry out strand resection to generate a substrate for
RecA. [15].

RecBCD is the main complex for repair of DSBs in E. coli. It is composed of two
ATP-dependent helicase motors : RecB going 3’ to 5" and RecD moving from 5’ to
3’ Once bound to the DNA end, it will start unwinding the strands and cleaving
the strand ending 3’ through RecB (Figure 1.16) [254, 64, 175]. It will keep on
degrading DNA until it encounters a Chi site. Chi stes are specific sequences, 5’
GCTGGTGG 3’ in E. coli. RecBCD pauses at Chi sites, which will allow access
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of the 5’end to the nuclease. Then, RecBCD keeps translocating but now cleaving
preferentially the strand ending 5’ leaving a 3’ overhang (Figure 1.15). RecBCD
then loads RecA before dissociating from the DNA (Figure 1.16) [28, 175].

DNA break
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Figure 1.16: Simplified overall mechanisms for the processing of DNA ends
by RecBCD.

a. DNA damage can result in a double-strand break. b. The RecBCD complex binds
to the broken end, followed by DNA unwinding and translocation of the complex along
the DNA duplex. A Chi site is denoted in red. c. During translocation, the RecB motor
walks along a single strand in a 3’- 5’ direction, whereas the RecD motor moves along the
other strand in a 5’- 3’ manner, giving net translocation in the same direction. As the
RecBCD complex translocates, the nuclease domain of the RecB subunit degrades both
DNA strands. The RecD motor translocates more quickly than the RecB motor, giving
rise to a single-stranded DNA loop ahead of the enzyme. d. A Chi site is encountered
in the 3 terminated strand. e The encounter with Chi induces changes that enhance
degradation of the 5 terminated strand to resect the end, leaving a 3’ overhang. f.
RecBCD loads RecA onto this 3’ tail and then dissociates. Figures and legends from
[299].
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The RecFOR pathway repairs ssDNA gaps (Figure 1.17.a). The ssDNA region is
bound by SSB proteins and the role of proteins of the RecFOR pathway is to allow
RecA to bypass the SSB barrier [254, 64, 175]. The first step, gap enlargement,
is performed by the RecJ nuclease (Figure 1.17). It degrades ssDNA in the 5’-
3’ direction. It is stimulated by SSB. RecR is a ring shape protein that can
accommodate dsDNA and was proposed to act as a clamp on DNA for the other
proteins [175]. Two complexes RecOR and RecFR can bind DNA and recruit RecA.
[231]. Even if its main role is single strand gap repair, RecFOR can act as a back
up of RecBCD when RecBCD is impaired (Figure 1.17.b). In addition to RecF,
RecO, RecR, the pathway to repair DSB requires RecN, RecQ and RecJ (Figure
1.17.b) [175, 15]. RecQ is a helicase that unwinds duplex DNA by translocating
in the 3’-5" direction. It works together with RecJ (an exonuclease) to provide
a substrate for RecFOR which then loads RecA. In Firmicutes, as some of the
inactivation factors of the RecFOR are not present, it was suggested, that the
RecFOR pathways might be used for DSB repair in other conditions and might be
more frequent [15].

In many bacteria, RecBCD is absent but other DSB-resecting complexes repair
DSB: AddAB and AdnAB [251, 299]. Several significant differences exist between
AddAB and RecBCD. AddAB lacks a RecD homolog. It has one helicase and two
nuclease domains compared to RecBCD which has two helicase and one nuclease
domain. Each nuclease cleaves a different DNA strand [299]. AddAB recognizes
a five bases Chi site in B. subtilis, it is also unable to unwind DNA duplexes in
absence of SSB [299]. AdnAB was identified in mycobacterial species and harbours
two motor-like domains and two nuclease modules [251]. Analogous to AddAB,
each nuclease cleaves a different strand. AdnB helicase subunit is necessary and
sufficient for duplex unwinding and contrary to AddAB, the rate of DNA unwind-
ing by AdnAB is relatively independent of the presence of SSB [251, 299].



1.4. DNA REPAIR PATHWAYS IN BACTERIA 23

Synaptic and post synaptic steps

The central synaptic step of homologous recombination is achieved by RecA
which catalyzes strand exchange (Figure 1.17). All of the presynaptic steps de-
scribed above lead to RecA loading on ssDNA. The active form of RecA is a
filament of proteins bound to ssDNA. Once formed, the RecA filament catalyzes
a search for homology, then the strand invasion. This leads to the formation of
heteroduplex regions where branch migration, the process by which the heterodu-
plex is extended, can occur [85, 54]. If the RecA filament does not encounter a
homologous sequence, it lengthens, persists and induces SOS response. A second
major role for RecA is regulation. RecA interacts with diverse proteins which
allows control of recombination rates [85, 54].

The post-synaptic phase of homologous recombination involves either RuvABC
or RecG proteins, which catalyze branch-migration and in the case of RuvABC,
the cleavage of Holliday junctions (Figure 1.17). A Holliday junction is the product
of a strand exchange between two homologous DNA molecules. In E. coli, RuvAB
catalyzes branch migration [175, 15]. The RuvA tetramer plays a structural role
while RuvB is an ATPase that promotes branch migration. The Holliday junction
is resolved by RuvC, an endonuclease that nicks exchanged strands which are then
rejoined by DNA ligase. In Firmicutes, RecU can also resolve Holliday junctions

175, 15].

The role of RecG is still not well understood partly because it has diverse func-
tions ranging from migrating Holliday junctions to unwinding DNA/RNA hybrids
via opposing RecA-mediated strand exchange. RecG is a helicase with a high spe-
cific activity of branch migration [175]. It is produced in small quantities but a
1,000- fold-lower molar concentration of RecG compared to RuvABC is required
for a similar unwinding of a synthetic Holliday junction [153]. In Firmicutes,
a proposed model of RecG resolution of Holliday junction involves MutS [15] :
RecG catalyzes branch migration that is then resolved by MutS and concomitant
ligation. RecG also has a regulatory role. It antagonizes RecA-mediated strand
exchange in vitro [297].

Homologous recombination is a highly regulated process. In E. coli, recX gene
is expressed downstream of recA in the same operon and is a RecA inhibitor. It
binds to the RecA filament and promotes its disassembly. RecX is counteracted by
RecFOR. Helicase UvrD limits recombination by removing RecA from ssDNA. The
role of those anti recombinants might be to limit the recombination rate but also to
prevent formation of a deleterious RecA filament. SbcB and SbcCD are other well
known anti-recombinants as their inactivation is necessary for the RecF pathway
to take place in E. coli. MutS2 in H. pylori blocks strand exchange, while MutS2
from Thermus Thermobacter might suppress HR through the resolution of early
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Figure 1.17: The RecFOR pathway.

a. Recombination at gaps. A gap is enlarged by the 5-to-3" exonuclease RecJ ( blue).
The ssDNA region is bound by SSB (not shown). Two complexes RecOR and RecFR
can bind DNA and recruit RecA. RecFR complex binds at the intersection betwen the
ssDNA of the 3’ and the dsDNA. Then, RecO removes SSB from the ssDNA, to al-
low RecA loading at the ssDNA-dsDNA junction. The RecOR pathway requires an
interaction between RecO and the C-terminus of SSB but allows RecA loading with-
out ssDNA-dsDNA junction. RecA promotes strand exchange. The Holliday junctions
are resolved by RuvABC (or by a RecG-dependent branch migration mechanism in a
ruvAB mutant). Black and brown lines represent the DNA strands of two homologous
molecules, arrows are 3 ends. b. In recBC sbcB sbcC' mutants, RecQ helicase and RecJ
(blue) exonuclease provide a 3 ssDNA end onto which RecFOR (purple) loads RecA
(green). RecN is required for the formation of recombinants, presumably to facilitate
intermolecular interactions. Resolution requires RuvABC, and completion of the recom-
bination reaction requires replication restart. Adapted from [175].
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recombination intermediates [83]. Other proteins involved in the SOS response
and DNA replication also interact with RecA [55, 15].

1.4.3 Molecular mechanisms of Non Homologous End Join-
ing

As seen above, even if HR is ubiquitous in bacteria, it does not represent the
only mean by which bacteria repair DSB. NHEJ pathway which can repair DSB
without any template is present in roughly 25% of bacteria [227].

NHEJ is a two-component DNA repair pathway carried out by Ku and LigD. It
is a direct ligation of processed ends (Figure 1.18). NHEJ has the advantage that
it can take place at any time during the cell cycle but the disadvantage that the
repair can be of low fidelity for blunt-end and complementary 5’-overhang DSBs
[93]. With only two proteins it possesses all the break-recognition, end-processing,
and ligation activities necessary to repair DSBs [38, 213]. Even if it was shown
that only two genes are sufficient to encode a NHEJ pathway, in several examples,
genomes can encode several copies of Ku [227] and different ligases can serve as
back up for LigD [246].

Ku functions as a homodimer. It possesses a central core dimerization and
DNA binding region that binds preferentially to double strand ends. It is also
able to passively translocate along DNA [292]. LigD is an ATP-dependent ligase
composed of three domains : ligase (LigDom), polymerase (PolDom) and nuclease
(NucDom) [12, 291]. In some species, only the LigDom is found [213] while in
others the PolDom and NucDom play important role in recognition of NHEJ DNA
intermediates [60, 214].

The NHEJ pathway starts with the binding of Ku as homodimer on DNA ends
(Figure 1.18). Ku then recruits LigD via the PolDom at the termini of the DSBs
[292, 214]. When present, microhomologies are used to bridge the DSB, increasing
the efficiency of the process and limiting the loss of genetic information. Once
a stable synaptic complex is formed, the 3’ ends are resected and then extended.
Finally, ligD ligates the nicks [213]. Ku does not interact directly with the LigDom.
Therefore it might stimulate the ligation activity by providing both free ends in
the neighborhood and therefore promoting their association [213]. In certain cases,
the system is complemented by additional ligases [10].

NHEJ is the only mechanism allowing DSB repair when only one copy of the
genome is available. While HR will repair most breaks during exponential phase,
NHEJ is expressed in B. subtilis in stationary phase [215]. It protects bacteria or
spores that will face desiccation and dry heat [180]. Another role for NHEJ has
been put forward : its involvement in stationary phase mutagenesis [203]. As NHEJ
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Figure 1.18: DSB Repair by the NHEJ Complex.

The Ku complex locates to the break site (step 1), where it may serve as an end-bridging
and alignment factor. Following binding to the broken DNA ends, additional processing
enzymes are recruited by Ku to the break site (step 2). Ku may translocate away from
the ends, allowing access by other factors to the break termini. When DNA ends are
non- complementary and/or are damaged, the DNA end-processing, gap- filling, and
nucleolytic activities generate DNA termini, capable of being ligated, prior to ligation
(step 3). Subsequently, the broken ends are joined by an NHEJ-specific DNA ligase
(step 4) and the NHEJ complex dissociates. Figure and legend from [38].

repair does not rely on a template, it lacks precision when no microhomologies are
present. In certain bacteria the error rates can reach 50%, thus generating diversity
in stationary phase [93, 203].
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1.5 Objectives : the study CRISPR-Cas systems
interactions with DNA repair pathways

1.5.1 Interactions at the heart of genome genome editing
technologies

CRISPR-Cas systems are mostly known because of the genome editing tech-
nologies that emerged from their use. The core idea behind those techniques is
the generation of a double strand break at a specific point. As effectors complexes
from Class 2 CRISPR-Cas systems only consist of a single protein, they are the
most widely used. Once the double strand break is produced, it will be repaired
by the host DNA repair pathways.

In mammalian cells, a vast majority of the breaks are repaired by the Non Ho-
mologous End Joining pathway (NHEJ). This will generate small indels which
makes the generation of knockout mutants very easy to achieve. It is also possible
to provide a template DNA at the same time as the effector and rely on homolo-
gous recombination to repair the break. This allows the introduction of a specific
sequence or a desirable mutation. How the break will be repaired is therefore a
central question (Figure 1.19).

In bacteria, the picture is quite different. As explained above, when a bacterial
chromosome is cut, for example in autoimmunity context, the bacteria will in
most cases die. Contrary to mammalian cells, it seems that the bacterial DNA
repair machinery cannot keep up with CRISPR-Cas efficiency (Figure 1.18). This
observation has led to the development of sequence specific anti-microbials [30, 52].
However, it has constituted a hurdle to achieve efficient CRISPR based genome
editing techniques in bacteria. The first strategies developed in S. pneumoniae, E.
coli and Lactobacillus reuteri used Cas9 mainly as a selection tool, that is to say
to kill the bacteria that did not possess the mutated version of the gene [127, 195].

Efforts have been made to better understand this difference between mammalian
and bacterial genome editing techniques success [57]. When introduced into E.
coli, Cas9 cuts all copies of the chromosome simultaneously, preventing repair [57].
However, cuts in some loci in the chromosome could be tolerated. The breaks
generated by Cas9 were constantly repaired by homologous recombination. The
introduction of an exogenous NHEJ did not rescue a majority of the cells but led
to some rare mutants exhibiting small deletions due to unfaithful NHEJ repair.
This demonstrates that NHEJ can also repair Cas9-mediated breaks in bacteria,
but is inefficient in this context [57].

Further studies have developed new strategies to edit the genomes of a wide
range of bacterial species [185]. However, they all rely either on highly recombinant
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bacteria and their endogenous DNA repair machinery or on the introduction of
exogenous DNA repair pathways, and in particular phage recombinases. A better
understanding of the interactions between CRISPR-Cas systems and DNA repair
pathways while encompassing the complexity and diversity of both defense and
repair systems seems essential to improve existing microbial biotechnologies.

e D -

=" .

l Cas9 generates double strand breaks

‘ No repair ‘ Homologous ‘ NHEJ

Recombination (endogenous or introduced)

—&— 0c%0-

l l unfaithful repair
CELL DEATH MUTATION KNOCKOUT
main outcome in bacteria INSERTION main outcome in mammalian cells

Figure 1.19: Interactions between CRISPR-Cas systems and DNA repair
pathways at the heart of genome editing techniques

Cas9 is used to generate a double strand break which will then be repaired by the host
DNA repair machinery. Following the DSB, three outcomes are possible : cell death
if no repair is achieved, mutation or insertion of a new sequence through homologus
recombination with a given template, gene inactivation through unfaithful repair by
NHEJ. In mammalian cells, NHEJ repair is the most frequent outcome while cell death
prevails in bacteria.
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1.5.2 Interactions between CRISPR-Cas systems and DNA
repair proteins in bacteria

The interplay between CRISPR-Cas systems and DNA repair proteins is im-
portant not just in genome editing experiments but also at different stages of
CRISPR-Cas adaptation and immunity [137]. DNA repair proteins have proven
essential for specific adaptation steps in some bacteria. As detailed in the section
dedicated to the molecular mechanisms of adaptation, RecBCD provides pres-
pacers for type I-E adaptation machinery [149] demonstrating a clear synergistic
interaction between the two systems. Following this finding, other experiments
have underlined the role of other DNA repair proteins in adaptation [122, 110].
RecG and PriA contribute to primed adaptation in type I-E and I-F CRISPR-Cas
systems [122, 110].

Recently, further evidence of a link between CRISPR-Cas immunity and DNA
repair was introduced by the demonstration of a translational coupling of the two
processes in Sulfolobus islandicus [152]. More specifically, a known activator of type
[-A CRISPR-Cas system in Sulfolobus islandicus, Csada was found to activate the
expression of adaptation genes, CRISPR RNAs and DNA repair genes. It resulted
in enhanced crRNA biogenesis and spacer acquisition. The authors propose that
the archaeal DNA repair proteins involved play a similar role as RecBCD [152].

Other studies have hypothesized a role for Cas proteins in DNA repair. First,
CRISPR arrays were initially thought to be involved in replicon partitioning [183]
and Cas proteins to be a DNA repair system for thermophilic archaea and bacteria
[159]. The main argument for cas genes being part of a repair system was their pre-
dicted functions including DNA helicase, exonuclease, DNA polymerase, and the
similarity of one of the protein to RecB [159]. Further studies brought up experi-
mental evidence of the role of cas proteins in DNA repair [300, 16]. Expression of
cas genes in Pyrococcus furiosus increases following exposure to gamma-radiation
[300]. A study also found that the deletion of Casl or of the CRISPR array in E.
coli led to an increased sensitivity to DNA damage and impaired chromosomal seg-
regation [16]. Moreover they show that Casl interacts physically and genetically
with essential DNA repair proteins: RecB, RecC and RuvB [16].

Finally, it is interesting to note the functional and structural similarities between
Cas proteins of unknown function and DNA repair proteins. The role of accessory
proteins in adaptation for specific subtypes of CRISPR-Cas system has not been
elucidated. Typically, type II CRISPR-Cas systems are composed of three core
genes cas9, casl and cas2. Type II-A and I1-B harbor additional genes respectively
csn?2 and cas/ while type II-C only only carries the three core genes [161]. Both
Csn2 and Cas4 have been linked to the adaptation process. Csn2 interacts with
Casl and Cas2 and adaptation was abolished in S. thermophilus when csn2 was
deleted [19, 134]. Cas4 is necessary for type I-B priming in H. hispanica [150]. It
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interacts with Cas1-Cas2 fusion protein in Thermoproteus tenaz type I-A [216] and
fusion of Cas4 and Casl are found in several systems suggesting a general role in
adaptation. Moreover, a Cas4-like protein found in Campylobacter bacteriophages
can activate spacer acquisition in Campylobacter jejuni which harbours a type
II-C system [113]. Both Cas4 and Csn2 share similarities with proteins involved
in DNA repair. Csn2 multimers bind to linear dsDNA free ends and can then
translocate along the DNA[14, 147, 138, 74]. The DNA binding properties of Csn2
are similar to the binding properties of Ku, a protein involved in NHEJ pathway.
Cas4, like Csn2 forms a ring-shaped structure. It harbours a RecB domain similar
to AddB [313, 148]. The role of these accessory proteins as well as the importance
of the host machinery during adaptation underline the complexity and diversity
of the mechanisms involved in spacer acquisition. Therefore, the study of the
interactions between CRISPR-Cas systems and DNA repair pathways has brought
essential knowledge about CRISPR biology and further work on these interactions
might bring new critical understanding to how CRISPR-Cas systems function and
evolve.

My thesis aims at understanding how CRISPR-Cas systems interactions with
DNA repair pathways also shape CRISPR-Cas distribution in bacterial genomes.
First, I examine precisely the distribution of CRISPR-Cas systems (Chapter 3),
then I present an analysis of co-occurrence patterns of CRISPR-Cas systems and
DNA repair pathways (Chapter 4) and finally I introduce experimental evidence
of a negative interaction between a CRISPR-Cas system and a DNA repair path-
way (Chapter 5). My findings give insights on the complex interactions between
CRISPR-Cas systems and DNA repair mechanisms in bacteria and contribute to
explain the scattered distribution of CRISPR-Cas systems in bacterial genomes.
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CHAPTER 1. INTRODUCTION

Box 1: Major points of the Introduction

e CRISPR-Cas systems are an adaptive immune system of bacteria
and archaea. CRISPR-Cas systems are organized around two compo-
nents : a cluster of cas genes and a CRISPR array composed of
spacers and repeats. They works in two steps : adaptation (acquisition
of new spacers) and immunity (targeted degradation of foreign genetic
element).

e CRISPR-Cas systems are extremely diverse. Classified in two classes,
six types and 21 subtypes, this variety reflect a diversity of molecular
mechanisms by which CRISPR-Cas systems achieve adaptive immu-
nity.

e CRISPR-Cas systems are widespread in bacteria thanks to horizontal
gene transfer. However, they remain quite rare for an immune
system and present a scattered distribution.

e Several hypothesis have been put forward to explain this relative
scarcity: ecological factors including phage diversity and abundance
which tend to favor other iz=xpune systems over CRISPR-Cas systems,
autoimmunity , limiting=rdrizontal gene transfer or the cost of
maintenance of such systems.

e The goal of this PhD was to study a new hypothesis to explain the
relative scarcity of CRISPR-Cas systems: the genetic background
would play an important role in the process of maintaining a
CRISPR-Cas system after its transfer. To test this hypothesis,
we decided to focus on one essential bacterial function: DNA
repair; mainly because DNA repair and CRISPR-Cas systems share the
same substrate and DNA repair pathways could repair breaks generated
by CRISPR-Cas systems and thus limit CRISPR-Cas efficiency.

e In bacteria, DNA breaks are mended mainly by two pathways:
Homologous Recombination (HR) and Non Homologous End
Joining (NHEJ). Homologous recombination requires an intact tem-
plate while NHEJ does not require a template but is error prone.

e Interactions between DNA repair pathways and CRISPR-Cas
systems are at the heart of CRISPR based technologies where
breaks generated by Class 2 effectors are repaired by endogenous DNA
repair pathways. In bacteria, several synergistic interactions have
been reported such as the dependency of type I-E systems on RecBCD
for acquisition of new spacers.
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Chapter 2
Methods

This chapter introduces methods for the study of CRISPR-Cas systems. Ap-
proaches to detect CRISPR-Cas systems in bacterial genomes and study their in-
teractions are presented, followed by an overview of the experimental procedures to
study the activity of these systems.

2.1 Detecting CRISPR-Cas systems in bacterial
genomes and their interactions

The detection of CRISPR-Cas systems is usually made separately for its two
main components, the Cas clusters and the CRISPR array, using different ap-
proaches. So far, no precise method has been developed to associate a CRISPR
array with a cognate Cas cluster. Chapter 3 of this thesis is dedicated to this
question.

2.1.1 Detecting Cas clusters : Macsyfinder and the first
version of CAS-Finder

Tools to detect Cas clusters are based on protein profiles. Protein profiles are
probabilistic models built from the information contained in protein alignments.
They allow more sensitive identification of distant homologs than classical pairwise
sequence-search approaches [70]. 396 protein profiles for cas genes were built when
the classification of CRISPR-Cas systems was carried out[161]. The catalog of cas
genes was then expanded by using metagenomics data, generating 130 new profiles
[315]. The method I used to detect Cas clusters makes use of these protein profiles.

Automated annotation of Cas clusters is difficult because of the diversity and
the organization of Cas and CRISPR loci. Makarova et al proceeded in two steps
when they defined CRISPR-Cas classification: they first detected the Cas clusters
and then typed them. The detection was itself a two steps process to limit the rate
of false positives while trying to encompass the diversity of CRISPR-Cas systems
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at the same time [161]. Anchor cas genes were first detected by using 369 custom
protein profiles and a high similarity threshold. The search was then extended to
the neighborhood for other potential cas genes with a less conservative threshold.
Following the detection, the assignation of a specific subtype to a CRISPR-Cas
locus was achieved in two steps. First, signature proteins were used (such as Cas3
for type I, Casl0 for type III) followed by the analysis of the other genes present
in the locus. If more than 2/3 of the genes were associated to one subtype, it was
classified as such [161].

system A system B
Macromolecular
system
_ —eT—TeZ =] "4 - 2 1631 e
Genomic context S —"
dq2 dq2
system B-specific
system A system B
c1 c1
c2 C2
System description quorum rules c3 c3
(C4) (C4)
C5
co-localization rules | dij<DA | dij<DB
A.xml B.xml
<system inter_gene_max_space="Dp" min_genes_required="n"> |||[<system inter_gene_max_space="Dg">
<gene name="cl" presence="mandatory"/> <gene name="c1" presence="mandatory" system_ref="A"/>
. : <gene name="c2" presence="mandatory"/> <gene name="c2" presence="mandatory" system_ref="A"/>
XML transc"ptlon <gene name="c3" presence="mandatory"/> <gene name="c3" presence="mandatory" system_ref="A"/>
<gene name="c4" presence="accessory"/> <gene name="c4" presence="accessory" system ref="A"/>
<gene name="c5" presence="forbidden" system ref="B"/> <gene name="c5" presence="mandatory"/>
</system> </system>

Figure 2.1: MacsyFinder models.

A macromolecular system is typically encoded in one or a few different loci. To model
and differentiate two similar systems (here A and B), the user can specify homologous
components (C1-C4), mandatory ones (C1-C3), forbidden ones (C5) or accessory ones
(C4). These rules are transcribed in a computer-readable model in xml format. Com-
ponents correspond to proteins. Figure from [1].

However, this detection and further typing was performed on a specific dataset
and is not easy to reproduce on any given genome or dataset. Recently, a webserver
that uses Cas protein profiles to search for Cas systems offers to type them using
signature proteins [46]. However, it does not take into account the architecture of
the locus and does not allow subtype annotation.

The Rocha lab followed another approach to create CasFinder, a software to
detect and type CRISPR-Cas systems [1]. CasFinder is based on MacsyFinder, a
program to mine genomes for macro molecular systems. MacsyFinder provides a
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flexible framework to model the properties of molecular systems including infor-
mation on the genetic architecture and the minimally sufficient number of compo-
nents. The components defined in the models are searched by sequence similarity
using HMM protein profiles. The assignment of hits to a given system is decided
based on their compliance with the content and organization defined in the model
(Figure 2.1) [1].
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Figure 2.2: Models of the first version of CasFinder.

Rectangles with colored outlines correspond to signature proteins used to subtype the
different systems. They are defined as mandatory in the models. Fully colored rectangles
are proteins present in several systems which cannot be used to subtype. They are
therefore defined as accessory in the models. Crossed rectangles correspond to forbidden
proteins. They are used to identify systems subtypes, more specifically to distinguish
between several close subtypes (example csn2 and cas4 in type II-A and II-B). Figure
from [1].

The first version of CasFinder had a set of models to identify and class CRISPR-
Cas systems in three types (L, ILIII) and ten subtypes (I-A, I-B, I-C, I-D, I-E, I-F,
II-A, 1I-B, III-A, I1I-B). These models are represented on Figure 2.2. Briefly, they
are based on the presence or the absence of signature proteins for each subtype.
Proteins that are present in different systems are defined as accessory to allow
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their detection in the locus without requiring them for subtype identification.
Forbidden proteins (ie proteins that cannot belong to a defined subtype) are also
used to subtype. Three levels of precision (subtype, type and detecting generally
Cas clusters) were developed to deal with the tradeoff between the detection of a
maximum of Cas clusters and a precise identification of each cluster. The general
Cas model was designed to detect any cluster of three Cas proteins or more.

2.1.2 Updating Cas-Finder

With the publication of the new classification of CRISPR-Cas systems by Makarova
and colleagues in 2015 [161], CasFinder needed an update to detect the three new
types and the four new subtypes of CRISPR-~Cas systems. Moreover, as 394 new
profiles had been published with the classification, the models and the protein
profiles had to be revised. This was part of the methodological work I developed
in the course of my PhD.

Type llIB

Type VI

Figure 2.3: Frequency of co-occurrence between Cas proteins present in clus-
ters detected with the subtyping models of the new version of CasFinder.
Matrix was normalized by the maximum of each column. The higher the frequency is,
the darker the colour is. Only frequencies above 5% were represented, others are in
white.
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The first step was to develop new models for the new types and subtypes. These
were designed to match the described classification. In the existing models, the
new protein profiles were incorporated. This constituted a first basis for the work.

However, many issues arose at that point. First, the large number of different
profiles caused the program to be too slow. It was therefore necessary to reduce
profile diversity. To do so, I ran CasFinder with all the profiles to identify the ones
used most frequently. Profiles that rarely matched proteins in the database (fully
sequenced genomes available in November 2013 ) were removed from the definition
and only the profiles with the most hits were kept for the detection of one protein
(e.g. Casl). The final choice of profiles was made so that all the loci could still be
detected.

Second, it became apparent that some profiles were not strictly associated with
one subtype (for example Csm2 from type II1I-A matched other type III systems),
and therefore could not be confidently used to type systems. Non-specific profiles
were detected by computing the co-occurrences between profiles, and grouping
them into clusters (Figure 2.3). Profiles that could not be confidently assigned
to any cluster were either removed or defined as accessory in the models. As a
result, the final model relies on few signature proteins for the identification of each
subtypes. Finally, I had to minimize inconsistencies between the different levels
of detection (Cas clusters, type or subtype). By examining the disagreements, I
made adjustments to the definitions to limit the number of missed clusters while
making more precise annotations.

CasFinderV2
Data from
Makarova 2015
1 846 47 0 174 53 0 321 14
Type Typelll Type lll

Figure 2.4: Comparison of CasFinderV2 with the detection published for the
updated classification of CRISPR-Cas systems [161].

The figure represents Venn diagrams with te results of the detection of the three main
types of CRISPR-Cas systems. Numbers represent the number of genomes where a
specific type was detected.

The new version of CasFinder is available on the galaxy portal of the Institut
Pasteur. Xml models are presented in Annexe 1. Relative to the previous version,
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it contains 41 new protein profiles, for a total of 117 profiles. A comparison
between the detection of CasFinderV2 and the one by Makarova and colleagues
revealed few differences (Figure 2.4). CasFinder V2 is more conservative than the
detections made by Makarova and colleagues which identified 47 Type I, 53 Type
IT and 14 Type III, not found by CasFinderV2. This can be attributed to the
fact that Makarova detected clusters with only 2 Cas proteins while CasFinderV2
requires at least 3. The detections performed in my thesis used CasFinderV2.

2.1.3 Detecting CRISPR arrays

Several pieces of software to detect CRISPR arrays have been developed: CRISPR
Recognition Tool (CRT), CRISPRFinder, PILER-CR and more recently CRISPRDig-
ger [32, 96, 71, 89]. They all look for repeats and then identify a CRISPR array
based on repeat size, identity and spacing. Several additional steps can help limit
the CRISPR array and determine the exact repeat and spacers sequences.

In the analysis provided in this thesis, we used CRT [32]. CRISPRFinder was
not available as a standalone version but only as a webserver, CRISPRDigger
had not been released yet and authors of CRT claimed that CRT was faster than
PILER-CR. A recent analysis made for the release of CRISPRDigger showed that
the different pieces of software performed relatively similarly [89].

CRT is based on finding a series of short exact k-mers separated by spacers of
similar size. These exact k-mer matches are then extended to the actual repeat
length. k should be smaller than the length of the shortest repeat [32]. Once a
cluster of repeats is identified, it is kept only if it meets specific requirements: 1)
repeats must fall within a specific size range, 2) the first spacers must but different
from one another, 3) spacers must be of similar size. Finally, both flanks of the
arrays are checked to find more divergent repeats. This is important because the
last repeat in CRISPR arrays is often degenerated [32, 96].

By default, the maximal length of repeats in CRT is 38. However, some bacteria
encode CRISPR arrays with larger repeats so we set that parameter to 50. This
allowed the recovery of 154 new CRISPR arrays on a total of 7122 detected in 5563
complete bacterial genomes. To raise the quality of detection, we further tuned
one parameter: the size variation of the spacer (Figure 2.5). The variability of
spacer size in an array can be measured by the coefficient of variation (=standard
deviation/mean). For CRISPR arrays, this coefficient is expected to be low, as
spacers are integrated through mechanisms that ensure constant size [124]. As
expected, the number of detected arrays drops when the coefficient of variation
rises. We then wanted to define a threshold above which detected arrays would be
considered false (ie the detected repeats would not correspond to CRISPR arrays).
To do so, we used the presence of cas genes in the neighborhood (here 10kb) as
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a measure of probability of the encoded repeats being real CRISPR arrays. The
observed frequencies drop after a coefficient of variation of 19 and are close to zero
after 28. We therefore chose to remove from the dataset detected arrays with a
coefficient of variation superior to 28 because we were confident that they were not
CRISPR arrays. This step removed 318 arrays representing 4.4% of the dataset.
The total number of arrays detected remaining was 6958.
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Figure 2.5: Detection of CRISPR-arrays : removing false elements.

In green, the distribution of the coefficient of variation of the size of spacers of CRISPR
arrays, in grey the observed frequencies of cas genes within 10kb . The chosen coefficient
of variation threshold of 28 is marked by a vertical line.

2.1.4 Detecting interactions in bacterial genomes
Statistics and phylogeny

I will detail here the statistical methods used to study the associations between
genes or groups of genes in bacterial genomes, in particular between CRISPR-Cas
systems and DNA repair pathways, the central goal of this work. The key element
in this analysis is to assess whether the number of co-occurrences between two
elements is different from the one expected under a null model. Once the two
systems are detected, the expected value of the number of co-occurrences can be
computed as the product of the marginal row and column totals divided by the
grand total of the contingency tables. We can then test whether the observed
number of co-occurrences is different from the expected one with a Fisher exact
test.

This test assumes independence between individuals (bacterial strains in this
case). However, bacterial strains are part of a hierarchically structured phylogeny
and often cannot be regarded as independent. Hence, one must account for the
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phylogeny to make a more accurate statistical analysis. The first method to correct
statistics by the phylogeny was introduced by Felsenstein and concerned continuous
traits [79]. As the interactions presented here concern discrete traits i.e. the
presence or absence of specific systems, the contrast method cannot be applied
directly. Instead, we used here a method adapted to discrete characters developed
by Pagel [200]. The method uses a continuous-time Markov model to characterize
evolutionary changes along each of the branches of a phylogenetic tree. It compares
the goodness of fits of two different models to the observed data set : one where
the two characters are treated as evolving independently and a more parameter-
rich one where the characters evolve in a correlated fashion. The two models are
compared using likelihood ratio test [200].

Building phylogenetic trees for Firmicutes and Proteobacteria

Data fully sequenced bacterial genomes Available in Genbank
Proteobacteria 2228 ; Firmicutes |200 Novembre 2016
Persistent genomes Genes present in 90%
Proteobacteria 34| genes ; Firmicutes 41| genes of the genomes
) ) MAAFT
Alignment with gaps BMGE
First tree FastTree MP
LG model Comparaisons of LG and WAG model
Seqgboot to bootstrap alignment
100 bootstrap trees FastTree MP

Figure 2.6: Diagram of the method used to build phylogenetic trees

The first step to perform such controls is to build phylogenetic trees. As our
analysis include a very large number of species this led to specific challenges. When
considering a large number species, only a small number of genes can be found that
are common to all (the core genome), leading to trees of poor resolution. There-
fore, we did not attempt to build a tree of all bacteria but performed most of the
analysis on specific clades that had enough genomes encoding CRISPR-Cas sys-
tems (Firmicutes and Proteobacteria). This increased the robustness and accuracy
of the statistical analysis. Since bacteria with a genome size inferior to 1Mb do
not encode CRISPR-Cas systems, they were discarded from the analysis. Hence,
our final sample has 1189 genomes of Firmicutes and 2897 of Proteobacteria.
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One way of simplifying the dataset is to work at the species level and not at the
strain level. However, contrary to DNA repair pathways which are usually com-
mon to all the strains in a given species, CRISPR-~Cas systems are not persistent,
making it hard to associate the presence or absence of a CRISPR-Cas system to a
given species. It thus appeared that an analysis at the strain level was necessary.

Alphaproteobacteria
Betaproteobacteria
Gammaproteobacteria

Deltaproteobacteria

Epsilonproteobacteria

Figure 2.7: Phylogenetic tree of Proteobacteria

Reconstructing trees with many diverse genomes is computationally challenging.
I first tried to build a 16S RNA tree, but the resolution was not sufficient. I then
computed the core genome of all or Firmicutes and of Proteobacteria to build
a tree based on more characters. However, given the number of genomes, the
core genomes were reduced to less than 10 genes, greatly limiting the number
of positions that could be aligned. We therefore chose to analyse all families of
orthologous genes that were present in more than 90% of the genomes (Figure 2.6).
To identify this persistent genome, a list of orthologs was identified as reciprocal
best hits using end-gap free global alignment, between the proteome of a pivot and
each of the other strain’s proteomes. Escherichia coli K12 MG1655 and Bacillus
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subtilis str.168 were used as pivot for Firmicutes and Proteobacteria. Hits with
less than 37% similarity in amino acid sequence and more than 20% difference in
protein length were discarded. The persistent genomes of Firmicutes contained
411 families and that of Proteobacteria 341 families.

For each gene of the persistent genome, proteins were aligned using MAFFT
(v.7.205 with default options) and BMGE (v1.12 with default options). We then
concatenated the multiple alignments and replaced missing genes with stretches
of ' _". The addition of "_" does not impact phylogeny reconstruction [80]. The
very large size of the multiple alignment, which for Proteobacteria consisted of
341 genes and 2897 strains, precluded the use of most of the available programs to
reconstruct trees (due to the requirements in terms of memory and computational
time). The trees were therefore computed with FastTree, a program specifically
made to analyse such large datasets [218]. The likelihoods of the tree under two
models LG and WAG were compared. In both cases, the LG model was the one
that minimized the Aikake Information Criterion. Hence, the trees were inferred
using this model and we made 100 bootstraps using phylip’s SEQBOOT to gen-
erate resampled alignments and the -n -intreel options of FastTree.

Controlling with the phylogeny

Presence/absence of CRISPR-Cas 100 trees of genomes
systems and DNA repair Pathways Proteobacteria 2897 ; Firmicutes | 189
Likelihood estimation on 100 trees Bayestraits
Two evolutionnary models : independant or dependent ML mode
evolution of the two traits
Comparison of the two models for each tree Scipy_stats
Likelihood Ratio test

Validated associations
Median of the p-value <0.01 and Fisher exact test <0.05

Figure 2.8: Diagram of the method used to detect significant associations
between two systems in bacterial genomes

To perform the control by the phylogeny; we employed a program called BayesTraits
(V3) designed to analyse the correlated evolution of discrete characters in a phy-
logeny [201]. The program can estimate the likelihood of the presence/absence
pattern of discrete traits given a specific phylogeny. The likelihood is estimated
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under two models: one where it is hypothesized that the discrete traits evolved
independently (which defines four transition rates for binary data) and one where
the characters have evolved in a correlated manner (which defines eight transition
rates, going from 1 to zero for both characters given that the other character is
equal to zero or one). The likelihood of the data given the model and the phyloge-
netic tree is the product of the likelihoods for each character which is based on the
product over all the branches of the tree of the appropriate probability for each
branch derived from the Markov processes. The likelihood of these two models for
a specific dataset can be compared using a likelihood ratio test. The likelihood
ratio test takes into account the number of parameters (4 and 8) and tests the
null hypothesis that the most complex model is not better than the simpler one
given the difference in the number of parameters. If the null hypothesis is rejected,
the more complex model - correlated evolution - can be regarded as significantly
better.

The phylogeny of large clades like Firmicutes and Proteobacteria leaves certain
parts of the tree poorly resolved. To take into account uncertainty in the phy-
logenetic reconstruction, we computed separate likelihood-ratio tests on the 100
trees provided by the bootstrap analyses. We considered that an association was
significant if the median of those 100 likelihood ratio tests was inferior to 0.01 and
if the p-value of the Fisher Exact test was inferior to 0.05.
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2.2 An introduction to experimental approaches
to study CRISPR-Cas systems

The introduction to experimental approaches to study CRISPR-Cas systems is
presented as a chapter of a book of the Methods in Molecular Biolgoy series :
Methods in Horizontal Gene Transfer. It gives an overview of how to examine
CRISPR-Cas activity by taking the example of the study of the type I1I-A CRISPR-
Cas system from S. pyogenes in S. aureus.
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i. Summary/Abstract

CRISPR-Cas systems provide RNA-guided adaptive immunity to the majority of archaea and
many bacteria. They are able to capture pieces of invading genetic elements in the form of novel
spacers in an array of repeats. This can then be used as a memory to destroy incoming DNA
through the action of RNA-guided nucleases. This chapter describes general procedures to
determine the ability of CRISPR-Cas systems to capture novel sequences and to use them to
block phages and horizontal gene transfer. All protocols are performed in Staphylococcus
aureus using type II-A CRISPR-Cas systems. Nonetheless, the protocols provided can be
adapted to work with other bacteria and other types of CRISPR-Cas systems.

ii. Key words
Adaptation, Adaptive Immunity, CRISPR-Cas, Horizontal Gene Transfer (HGT), Interference,
Mobile Genetic Elements (MGE), Protospacer, Protospacer adjacent motif (PAM), Spacer
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1. Introduction

1.1 - CRISPR-Cas systems and their classification

The CRISPR-Cas systems (Clustered Regularly Interspaced Short Palindromic Repeats,
CRISPR associated) are RNA-guided, adaptive immune systems found in many bacteria (~50%)
and most archaea (~90%) [1]. The genomic structure of the system was first identified in 1987
[2], but its role as an adaptive immune system against mobile genetic elements (MGEs), and
phages in particular, was only proposed in 2005 [3-5], with experimental evidence published in
2007 [6]. These systems were first hypothesised to be a force that counteracts horizontal gene
transfer (HGT) in 2008, when a study of Staphylococcus epidermidis revealed the presence of a
CRISPR-Cas system that targets the nickase gene present in the maijority of the staphylococcal
conjugative plasmids [7]. CRISPR-Cas systems are able to destroy target DNA elements
whether carried by the chromosome, phages or plasmids [8] and can thus block horizontal
transfer regardless of the mode of entry: injection by phage particles, plasmid conjugation or
natural transformation [9].

A CRISPR consists in an array of short palindromic direct repeats, separated by non-repetitive
sequences, called spacers, which can be easily identified through bioinformatics tools [10, 11].
The spacers provide a genetic memory of past encounters with exogenous genetic elements.
The size of individual CRISPR arrays can vary from a single spacer to more than 300, and
genomes can carry more than 10 CRISPR arrays. While most CRISPR arrays are found in
association with cas genes at the same locus, cas-less CRISPR arrays are also frequently
identified. These CRISPR can either rely on cas genes present at a distant locus in the genome
or be inactive. Different CRISPR-Cas systems present distinctive combinations of cas genes
frequently found in operons. In fact, it is based on the difference between the architecture and
protein content of the cas operons that these systems are classified [1].

In the last years, a great variety of different CRISPR-Cas systems have been described in both
bacteria and archaea. Obtaining a straightforward classification of these systems is hard, since
they show complex dynamics. Their evolution is very fast, involving changes such as
rearrangements of the cas operon, horizontal transfer of complete /oci, or modular parts [1]. We
provide here a brief overview of their classification but recommend reading the following review
for more detailed information [1]. CRISPR-Cas systems are divided into two broad classes:
Class 1 systems, which possess multi-subunit effector complexes, and Class 2 systems, in
which all functions of the effector complex are carried out by a single protein [12].
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Class 1 systems include three types, type |, type Il and type IV. Type | CRISPR-Cas systems
contain the signature gene cas3, which encodes a single-stranded DNA helicase that acts both
on dsDNA and RNA-DNA duplexes [13-15].Type Il CRISPR-Cas systems possess the
signature gene cas70, which encodes a multidomain protein. Lastly, type IV CRISPR-Cas
system present a minimalistic architecture and their signature gene, csf7 [1].

Class 2 systems include types I, V and type VI. Type Il systems’ signature gene is the well-
known cas9. This protein has been studied in detail due to its use as a biotechnological tool [16].
Type V systems include the cpf7 gene, a functional analogue of cas9 [17]. Some subtypes
include the gene c2c? instead [18, 19], which is distantly related to cpf7. Lastly, type VI is a
recently described novel type that includes systems able to target not only DNA, but also RNA.
Their signature gene is c2c2. [12, 18, 19].

The different types of CRISPR-Cas systems show a complex distribution amongst bacteria and
archaea phyla. Overall, type | systems are the most commonly found, accounting for 50% of the
CRISPR-Cas systems found in both archaea and bacteria [1]. Type Il systems are only found in
bacteria, but correspond to 10% of their CRISPR-Cas systems. Finally, type Il make up 20-25%
of the CRISPR-Cas systems across both archaea and bacteria [1].

1.2 -CRISPR-Cas immunity

CRISPR-Cas immunity is divided into three phases. The adaptation phase in which short
sequences from the invader, also called protospacers, are integrated as novel spacers in the
CRISPR array. The expression phase, in which the CRISPR array is transcribed and processed
into small crRNA. The immunity or interference phase, in which the crRNA guides a complex of
Cas proteins to destroy target nucleic acids. These steps are common to all CRISPR types, but
the mechanism employed and the nature of the target can be different.

During adaptation, pieces of the invader's DNA are captured by a complex of Cas proteins
preferentially from broken DNA or free DNA ends [20-23]. They are then processed and
transported to the CRISPR array to be integrated in a process that will create a novel spacer and
repeat [24-26]. Protospacer selection is generally guided by the presence of a specific motif,
called a proto-spacer adjacent motif (PAM), next to the target sequence [27, 28]. Depending on
the type of CRISPR system the PAM can be found on the 3 or the 5 side of the
protospacer/target, and its sequence and size can vary. The PAM sequence from many
CRISPR-Cas systems have already been identified, and methods to identify PAM motifs have
recently been reviewed elsewhere [29, 30]. Note that type Il systems do not rely on a PAM
motif. The mechanisms involved in novel spacer selection by these systems largely remains to
be investigated. It is also important to note that two modes of spacer acquisition are described in
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the literature, depending on whether there is already a record of the MGE in the CRISPR array
or not. When there is already a pre-existing spacer matching the MGE in the array, even
imperfectly, the acquisition is called primed [28, 31]. On the other hand, when there is no spacer
in the array matching the MGE, the spacer acquisition is said to be naive [32]. Primed
acquisition occurs at a much higher frequency than naive acquisition, presumably thanks to the
generation of DNA breaks by Cas proteins guided towards the MGE [33].

During the expression phase, the CRISPR array is first transcribed into a pre-crRNA which may
contain a series of hairpins due to the CRISPR’s palindromic repeats. The pre-crRNA is then
processed either by Cas enzymes or host's RNAses into smaller units that correspond to a
single spacer flanked by partial repeats.[34-37] In type Il systems, processing is dependent on a
trans-activating CRISPR RNA (tracrRNA), which hybridizes to the repeat sequences in the pre-
crRNA [35].

During the interference step, the mature crRNA, binds to a complex of Cas proteins, scans the
DNA in the cell and locates the corresponding target [38, 39]. In CRISPR-Cas systems of type |,
Il and V, the PAM motif is first located. Then DNA is unwound and base pairing is established
between the crRNA and the target DNA strand. Binding in the region next to the PAM, which has
been termed the seed sequence, is of particular importance as mismatches between the target
and this part of the crRNA will abrogate interference [40, 41]. Finally the target DNA is broken in
ways that depend on each specific type of CRISPR-Cas system. In type | systems the Cas3
nuclease will progressively degrade the target strand thanks to its helicase and exonuclease
activity [15]. In type Il systems a blunt double strand break is created [8, 16, 42], while in type V
systems a staggered cut is produced [17]. Combined with the action of host nucleases this
results in the destruction of target DNA molecules. In type lll systems the complex of Cas
proteins binds to messenger RNAs rather than DNA, but this activates both an RNAse and
DNAse activity that leads to the destruction of both the target mMRNA and DNA. [43, 44]

The reliance on the PAM motif enables self vs. non-self discrimination, as the CRISPR array
does not carry a PAM motif next to the spacer, and therefore will not damage its own DNA. Type
lll systems do not rely on a PAM motif for this purpose but rather on the complementarity
between the crRNA handle and the sequence just upstream [45].

1.3 - Methods to study CRISPR-Cas activity
The experimental procedures described in this chapter focus on the use of type II-A CRISPR

systems in Staphylococcus aureus, but the general concepts can be applied to other
experimental systems. A previous volume of Methods in Molecular Biology has been released
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focusing on CRISPR. The book, “CRISPR, Methods and Protocols” can offer more insight on

working with CRISPR for the first time. We particularly recommend chapter 10 (on interference)

and chapter 13 (on acquisition), which include protocols that can be useful in the context of this

chapter [46, 47]. A list of references of experimental work carried on various types of CRISPR-

Cas systems is provided in table 1.

Studying the activity of a CRISPR system involves different methods for each step of CRISPR

immunity: adaptation, expression and interference. This chapter will provide methods to

investigate adaptation and interference. Methods used to study expression involve the detection

and characterization of small RNA molecules and their processing. We refer the reader to the

following article for protocols dedicated to these aspects [48], as well as to two chapters from the

“CRISPR, Methods and Protocols” book on the same topics [49, 50].

Table 1 = List of references of experimental work carried on various types of CRISPR-Cas

systems

Subject

Type

Adaptation

Interference

General

Amitai and Sorek. (2016) [56]
Hynes et al. (2017) [57]
Sternberg et al. (2016) [59]
Wright et al. (2016) [61]

Barrangou et al. (2007) [21]
Barrangou. (2013) [58]

Marraffini and Sontheimer. (2010) [60]

Marraffini. (2015) [39]
Wiedenheft et al. (2012) [62]

Type | CRISPR-Cas
systems

Brouns et al. (2008) [34]

Jore et al. (2011) [63]

Marraffini and Sontheimer. (2009) [64]
Van der Oost et al. (2009) [65]

Type I-A

Cady et al. (2012) [66]

Type I-B

Datsenko et al. (2012) [31]
Diez-Villasefior et al. (2013) [67]

Type I-E

Arslan et al. (2014) [25]
Erdmann and Garret. (2012) [68]
Erdmann et al. (2014) [69]
Levy et al. (2015) [70]

Li et al. (2014) [71]

Li et al. (2014) [72]
Savitskaya et al. (2013) [73]
Shmakov et al. (2014) [74]

n/a

Type I-F

Richter et al. (2014) [75]
Yosef et al. (2012) [77]
Yosef et al. (2013) [78]

Dwarakanat et al. (2015) [76]




80 CHAPTER 2. METHODS
Barrangou et al. (2007) [21] Chylinski et al. (2013) [79]
Deveau et al. (2008) [80] Heler et al. (2015) [27]
Type Il CRISPR-Cas _
; Type lI-A Garneau et al. (2010) [8] Jinek et al. (2012) [16]
systems
y Heler et al. (2015) [27] Sternberg et al. (2014) [38]
Wei et al. (2015) [81]
Hale et al. (2012) [82]
Type lll .
Samai et al. (2015) [43]
Goldberg et al. (2014) [54]
Type Il CRISPR-Cas Marraffini and Sonthemeier. (2008) [7]
Type llI-A n/a
systems Staals et al. (2014) [83]
Tamulaitis et al. (2014) [84]
T 1B Erdmann and Garret. (2012) [85] Deng et al. (2013) [86]
e -
P Erdmann et al. (2014) [69] Peng et al. (2015) [87]
Gao et al. (2016) [88]
Type V n/a Sontheimer and Wolfe. (2015) [89]
Other types of
Zetsche et al. (2015) [90]
CRISPR-Cas systems
Abudayyeh et al. (2016) [19]
Type VI n/a
Shmakov et al. (2015) [91]

The study of interference requires a CRISPR array containing a spacer targeting an exogenous
sequence, which could either be carried by a phage or a plasmid. Interference can only be
observed if a PAM motif is present next to the target sequence. If the PAM is not known, one
can try to identify proper targets by blasting the CRISPR spacers against sequence databases in
the hope to find natural targets, which can then be cloned. Ideally knowledge of the PAM should
be obtained and is a prerequisite for any serious investigation of interference. Methods to
characterise PAM sequences have been described elsewhere [51, 30]. With knowledge of the
PAM, one can easily modify a plasmid to clone a target that will match one of the spacers
already present in the CRISPR array. When studying CRISPR interference against phages, it is
frequently easier to modify the CRISPR to target the phage rather than modifying the phage.
CRISPR arrays can be provided on a plasmid, and modified with methods inspired by golden-
gate assembly for the easy cloning of novel spacers. The goal is then to investigate whether
target genetic elements are blocked by the CRISPR system (no transformation, or no phage
plaques), while non-target sequences can readily enter the cell. An alternative method to quickly
check the activity of a CRISPR system is to clone a CRISPR array on a plasmid and program it
to target a sequence in the bacteria’s own chromosome. Cleavage by Cas nucleases in the
chromosome leads to cell death [9, 52]. If the CRISPR system is active, then such a CRISPR
plasmid cannot be transformed in the recipient cells, while a control non-targeting CRISPR
plasmid can.
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To determine adaptation activity, one simply needs to challenge a bacterium with phages and
monitor the addition of spacers in the CRISPR array. Bacteria can survive the infection using
several mechanisms (reviewed in ref [53]), besides spacer acquisition in the CRISPR array.
During an adaptation experiment, a mixture of bacteria that resist through different mechanisms
is thus frequently obtained. Checking for an adaptation event is commonly done by PCR, as
described below. Primers are designed so that the PCR product will be longer if novel spacers
are incorporated. This can simply be visualised on an agarose gel, and the product can also be
sequenced. High-throughput sequencing can also be used to determine the general profile of
acquired sequences. When performing adaptation experiments, also remember that primed
adaptation occurs at much higher frequencies than naive adaptation. Modifying the CRISPR
array or the phage sequence so that a mismatched target is present can greatly facilitate
measurements of spacer acquisition. In the absence of phage infection assays, it might still be
possible to assess adaptation activity. Several studies have focused on the acquisition of
spacers from protospacers carried on plasmids or in the bacteria’'s own chromosome. Such
events will lead to plasmid loss or cell death and are harder to capture. A PCR trick using a
primer with a mismatched 3’ end can be used to amplify rare acquisition events and analyse
them.

The vast majority of Staphylococcus aureus isolates do not carry a CRISPR-Cas system.
However, the group of Luciano Marraffini has been able to transfer both type Il and type Il
CRISPR systems in this organism and established it as a model organism to study CRISPR [27,
54]. Here we will describe methods using the type II-A CRISPR-cas system from Strepfococcus
pyogenes cloned on a staphylococcal vector. In particular, plasmid pDB114 carries the
tracrRNA, Cas9 and a minimal CRISPR array with a single spacer displaying Bsal restriction
sites for the easy cloning of new spacers [55]. It is used in interference assays. Plasmid pRH087
carries the complete CRISPR-Cas operon, and the first repeat-spacer-repeat from S. pyogenes,
and is used in adaptation assays [27].
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2. Materials

2.1 — Working with S. aureus

1. S. aureus is grown in tryptic soy broth (TSB). Use ready-to-use TSB powdered medium to
prepare TSB in a liquid solution, sterilise it using an autoclave and store at room temperature
until use.

2. Tryptic soy agar (TSA) is TSB supplemented with 1% agar. Prepare TSA the same way
as TSB, adding a final concentration of agarose 1% before sterilization.

3. Making S. aureus electro-competent cells requires ice-cold ddH20 and an ice-cold 10%
glycerol solution. Both should be autoclaved or filtered before use.

4. A lysis procedure is required to perform PCR on colonies. This requires lysostaphin and
the following lysis buffer: 250mM KCI, 5mM MgCl,, 50mM Tris-HCI at pH 9.0, 0.5% Triton X-100.

2.2 - Working with phage $NM4

1. When working with §NM4 it is important to remember to add CaCl; to a final concentration
of 5mM to the growth media.

2. A layer of soft top-agar is used in many phage protocols. TSA top-agar is TSA with an
agar concentration of 0.7%.

2.3 - List of primers for testing spacer acquisition in plasmid pRH087
Table 2 : List of primers used throughout this chapter

Oligo 1 (on-plate method) 5-CGAAATTTTTTAGACAAAAATAGTC-3’

Oligo 2 (on-plate method) 5-
AAAACAAAAAGCGCAAGAAGAAATCAACCAGCGCA
-3

Oligo 3 (in-liquid method 5-GGCTTTTCAAGACTGAAGTCTAG-3’

Oligo 4
Oligo 5
Oligo 6

in-liquid method 5-AAAACAGCATAGCTCTAAAACG-3’,
5'- AAAACAGCATAGCTCTAAAACA-3

5-AAAACAGCATAGCTCTAAAACT-3’

in-liquid method

~ o~ o~ o~
~— ~— ~— ~—

in-liquid method
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3. Methods

3.1 - Programming the system

3.1.1 - Reprogramming the CRISPR array

Protospacer selection is guided by the presence of a PAM next to the target sequence. The S.
pyogenes Cas9 protein (SpCas9) recognises a 5'-NGG-3' PAM motif 3’ of the target. It is
involved in both protospacer selection and target recognition. The 30 nucleotides upstream of
the PAM sequence can be cloned into the CRISPR array to make a spacer. The protospacer
should be chosen as depicted in figure 1A and cloned into the CRISPR array as depicted in

figure 1B.
A
5’ - NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNGG - 3
3’ - NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNCC - 5
PROTOSPACER (30nt)
B
CRISPR arra r ‘
4),{ Leader sequence ‘ Direct repeat } AR Direct repeat S
SPACER (30nt)
Cc

5’ - NNNNNNNNNNNNNNNNNNNNNGG - 3¢
3’ - NNNNNNNNNNNNNNNNNNNNNCC - 5’

TARGET (20nt)

Figure 1 — Protospacer selection and target design

(A) Protospacer selection is guided by the presence of a PAM next to the target sequence. In the case of
SpCas9, the NGG PAM should be located immediately downstream from the target sequence. The
protospacer consists in the 30nt upstream the PAM sequence. (B) After being cloned into the CRISPR
array, the spacer sequence is inserted between direct repeats and matches the 30nt of the protospacer.
(C) Although spacers have a length of 30nt, after processing of the pre-crRNA, crRNA only carry 20nt of
homology to the target. Therefore, when performing interference experiments only the last 20nt of the
spacer followed by a proper PAM have to be cloned in the target vector.

Spacers can be cloned in vector pDB114 or equivalent following the protocol below. On plasmid
pDB114, the CRISPR array has been modified to contain a single spacer with two Bsal
restriction sites, cutting just outside of the spacer in the repeats. This enables a scar-less
replacement of the spacer by any novel sequence of choice. Two oligonucleotides following the
design described in figure 2 can be synthesised, phosphorylated and annealed.



84 CHAPTER 2. METHODS

digest with Bsal
— > 5 ——GTTTTAGAGCTATGCTGTTTTGAATGGTCCCA 3' 5' TTTTAGAGCTATGCTGTTTTGAATGGTCCCAAAAC —— 5
pDB114 3' —— CAAAATCTCGATACGACAAAACTTACCAGGGTTTTG 5' 3’ TCTCGATACGACAAAACTTACCAGGGTTTTG — 3’
C 5'- AAACNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNG -3
3- NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNCAAAA - 5'
Golden Gate
Phosphorylated and annealled oligos
5——GTTTTAGAGCTATGCTGTTTTGAATGGTCCCAAAACNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNGTTTTAGAGCTATGCTGTTTTGAATGGTCCCAAAAC ——3'
3—— CAAAATCTCGATACGACAAAACTTACCAGGGTTTTGNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNCAAAATCTCGATACGACAAAACTTACCAGGGTTTTG —5'

Figure 2 — Golden gate strategy for reprogramming the CRISPR array

(A) Vector pDB114 has two Bsal restriction sites that cut just outside of the spacer within the repeats. (B)
Digesting pDB114 with Bsal gives place to sticky ends that can then be complemented by a correctly
designed spacer. (C) Two oligos with the appropriate target sequence have to be designed, adding the
overhangs indicated in the figure. After phosphorylation and annealing, (D) the oligos can be cloned in
plasmid pDB114 through Golden Gate assembly.

Oligonucleotide phosphorylation and annealing:
1. Setup the following mix: 15uL of each of the 10uM dilution of both oligos, and a mix of T4
PNK, its appropriate buffer and H2O to a final volume of 50pL.

2. Incubate the mix at 37°C for 30 min.
3. Add 2.5uL of NaCl at 1M. (Salts help annealing)
4. Incubate the mix at 95°C for 5 minutes in a heat block and slowly cool the mix down to

room temperature by leaving the block on the bench until the temperature decreases to bellow
40°C.

The annealed oligos can then be cloned following the Golden Gate cloning technique:

1. In a PCR tube, mix 100ng of the plasmid miniprep (see Note 1), 2pL of the annealed
oligos (1/10 dilution of the protocol above), and then 20U of Bsal, 400 cohesive-ends U of T4
ligase, the appropriate buffer (with ATP) and H20 to a final volume of 10uL.

2. In a thermocycler set the following cycle: 25 cyles of 3 min at 37°C and 4 min at 16°C; 1
cycle of 5 min at 50°C and 5 min at 80°C.

3. Dialyze the mix, and introduce in S. aureus RN4220 by electroporation (2500V, 25uF, 100
Q and 2mm cuvettes).
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3.1.2 -Constructing a plasmid that is targeted by the CRISPR-Cas system

Reprogramming a CRISPR array as described above requires a plasmid carrying a CRISPR
array already modified to contain a spacer with restriction sites. Rather than constructing such a
plasmid, it can be easier to measure the interference activity of spacers already present in the
CRISPR array. In order to identify CRISPR arrays and the spacers they carry, online tools such
as CRISPRDetect [11] or CRISPR finder [10] can be used. A target with the proper PAM
sequence can then be cloned on a plasmid. In the case of the S. pyogenes type II-A CRISPR-
systems, spacers have a length of 30nt, but the processed crRNA only carries a 20nt sequence
of homology to the target. So it is sufficient to clone the last 20nt of the spacer followed by a
proper NGG, as depicted in figure 1C.

This sequence can be introduced at any position and orientation on a plasmid following common
molecular cloning techniques.

3.2 - Interference protocols

3.2.1 - Measuring CRISPR Interference using phages

1. Launch an overnight culture of the S. aureus strain carrying the re-programmed CRISPR,
and as a negative control, of a strain carrying the CRISPR programmed to target some
sequence not present in phage ¢NM4.

2. Take 100pL of the ON culture and supplement it with enough CaCl; to reach a 5mM
concentration once the TSA top-agar is added.

3. Add 5mL of TSA top agar to the mix (see Note 2) and quickly pour it over TSA+CacCl-
plates.

4. When the top agar layer has set, spot serial dilutions of the phage stock over the top agar
layer. Perform dilutions down to 10-8. We recommend spotting 2L of each dilution.

5. Incubate at 37°C overnight.

6. Next day compare the number of PFUs obtained on the strain with the CRISPR
programmed against the phage, to the number of PFUs obtained on the strain with the target-
less CRISPR.

3.2.2 - Interference using plasmids

1. Launch an overnight culture of the S. aureus strain carrying the CRISPR-Cas system in
TSB supplemented with appropriate antibiotic (see Note 3).

2. Dilute the overnight culture 1:100 into 100mL of fresh TSB supplemented with the
appropriate antibiotics, and incubate at 37°C shaking at 250rpm.
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3. Wait until the culture reaches an optical density ODeoonm Of 0.8.

4, Chill the cells on ice for 10 min, then centrifuge at 4000g for 10min.

5. Wash the cells twice with 20mL of ice-cold water, and once with 10mL of ice-cold glycerol
10%.

6. Re-suspend the cells in 1mL of 10% glycerol and stock at -80°C. Cells are now electro-
competent.

7. Electroporate up to 5uL of a miniprep of the plasmid carrying the CRISPR target (see
Notes 4 and 5). Recover the cells in 1mL of TSB, at 37°C with shaking.

8. Plate the cells on TSA supplemented with the appropriate antibiotics.

Next day, compare the number of CFUs obtained between conditions where the CRISPR
system targets the plasmid and condition where it does not.

3.3 - Adaptation protocols — spacer acquisition assays

3.3.1 - Adaptation using phages

3.3.1.1 - Spacer acquisition assay — on-plate method

1. Launch an overnight culture of a S. aureus strain that carries the CRISPR-Cas9 system
(see Note 6). Overnight cultures should be launched on fresh TSB supplemented with
appropriate antibiotic (see Note 3).

2. Next day, mix 100uL of cells from the overnight culture with pNM4 at an m.o.i. (see Note
7) of 1in 5mL of top agar (see Note 2) supplemented with the appropriate antibiotic and 5mM
CaCly (see Note 8).

3. Quickly (top agar sets very fast) pour the mixture on top of TSA plates supplemented with
the appropriate antibiotic and incubate at 37°C overnight.

4, Colonies observed in the plate correspond to cells that survived phage infection. Restreak
isolated colonies in TSA plates supplemented with the appropriate antibiotic (see Notes 3 and
9). Incubate the plates at 37°C overnight.

5. To check for spacer acquisition, pick individual colonies (see Note 10) and resuspend
them in lysis buffer (250mM KCI, 5mM MgCl,, 50mM Tris-HCI at pH 9.0, 0.5% Triton X-100) (see
Note 11) with 50ng pL-" lysostaphin (see Note 12).

6. Incubate the samples at 37°C for 10 min and then at 98°C for 10 min as well (see Note
13).

7. Centrifuge the samples at 11000g for 1 min.

8. Use between 1uL of the supernatant of each sample in a PCR reaction using as primers
the following oligos: oligo 1 and oligo 2 (see Note 14).



2.2. EXPERIMENTAL APPROACHES 87

9. Analyse the PCR reactions on 2% agarose gels. In the case of adaptation not having
occurred, the size of the amplification will be 100bp. In case of happening of an adaptation
event, the size of the amplification will be 100bp+66bp, since a new spacer-repeat will have
been added to the array (see Note 15).

3.3.1.2 - Spacer acquisition assay - in-liquid method

In this assay, rather than looking for adaptation events in single colonies, we amplify adapted
CRISPR arrays in the bulk culture. For this purpose we use a mixture of primers carrying
mismatched 3’ends that will preferentially amplify CRISPR arrays that have captured a novel
spacer, even if they represent only a small fraction of the CRISPR arrays present in the culture
(see Note 16).

1. Launch an overnight culture of a S. aureus strain that carries the CRISPR-Cas9 system.
Overnight cultures should be launched on fresh TSB supplemented with appropriate antibiotic
(see Note 3).

2. Dilute the overnight culture 1:100 into 10mL of fresh TSB supplemented with the
appropriate antibiotics and 5mM CaCls.

3. Wait until the culture reaches an optic density ODsoonm 0f 0.4 and infect with $NM4 to an
m.o.i. (see Note 7) of 1.

4. Incubate at 37°C for 16h (see Note 17).

5. Perform plasmid extraction of the cultures using any desired plasmid extraction kit. It is
important nonetheless to modify the plasmid extraction protocol slightly. On the step of
resuspending the cells after the first centrifugation, add lysostaphin (see Note 12) to a final
concentration of 50ng puL-' and incubate at 37°C for 1 hour. Then continue with the standard
protocol.

6. Use 100ng of plasmid DNA to amplify the CRISPR /ocus. As primers use a mix consisting
of 3 parts of oligo 3 and 1 part each of oligos 4, 5 and 6 (see Note 16).

7. Analyse the PCR reactions on 2% agarose gels. In case of no adaptation only one band
will be amplified. In case of adaptation, two bands will be present. Analysis of the bands’
strength allows for quantification of the adaptation.
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4. Notes

1. Although 100ng is the recommended amount of plasmid to use, the protocol works fine
with smaller amounts. A range of 50-150ng of plasmid can be used.

2. TSA top agar is a 0.7% agar version of TSA. The lower agar concentration allows phage
diffusion and better plaque formation.

3. Working concentrations of antibiotics for S. aureus are as follows: chloramphenicol 10ug
mL-', kanamycin 30ug mL-', erythromycin 10ug mL-" and tetracyclin 5ug mL-".

4. The electroporation setup that we normally use is as follows: 2mm electroporation
cuvettes, 50uL of electrocompetent cells, 2500V, 25uF and 100Q.

5. We recommend using as a negative control the exact same plasmid but without a target,
or with a mutation in the PAM sequence.

6. In this assay the CRISPR array should not contain a spacer targeting the phage with a
perfect match. Imperfect targets can be used to increase adaptation frequency through primed
adaptation.

7. Multiplicity of infection is the ratio of viral particles to the number of target cells.

8. Adding CaCl, is important because many phages require Ca** in solution to form plaques.
The cation is needed for nucleic acid injection and/or efficient adsorption to the cell wall binding
sites.

9. Colonies obtained at this step can contain mixtures of adapted and non-adapted cells,

which can also still undergo attack by phages and mutant phages. Restreaking enables to obtain
a pure colony that is easier to analyse.

10.  When picking the individual colonies there is no need to pick a lot of cells. Just lightly
touching the colony should be enough.

11. We recommend resuspending each colony in 20-40pL of lysis buffer.

12. Lysostaphin is a metalloendopeptidase that is able to cleave crosslinking bridges of
pentaglycine found in the peptidoglycan layer of S. aureus. Using it in this step is needed to
break S. aureus’wall and therefore retrieve the DNA in solution.

13.  We recommend performing all these steps in PCR strips. This cycle of temperatures can
be easily set-up in a thermocycler.

14. One of these primers anneals with the leader region of the CRISPR array (a sequence
upstream the CRISR array) and the other anneals with the first repeat.

15. Fragments need to be separated in 2% agarose gels. This concentration of agarose is
needed to nicely separate the fragments to be detected.

16. The first primer anneals on the leader region of the CRISPR, the other three anneal on
the repeat and differ only in their 3’ end nucleotide. This last nucleotide does not match the
leader sequence. Only upon spacer acquisition will the 3’ end of these oligonucleotides anneal
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to the template DNA, enabling efficient amplification. For more information on this technique
read the supplementary information of the following article [27].

17. The duration of the incubation can be adjusted depending on the purpose of the
experiment. Longer incubations can lead to the amplification of cells that first captured spacers.

Spacers might also be captured from mutant phages that can arise during the course of the
incubation.
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Abstract

CRISPR-Cas are bacteria’s adaptive immune system. They are extremely di-
verse and recent studies have classed them in numerous types and subtypes. Yet,
the taxonomic distribution, genetic organization and abundance on mobile genetic
elements of these systems has not been assessed. Furthermore, the associations
between different CRISPR arrays and Cas systems have not been studied in de-
tail. Here, we detected and analysed in an integrated manner the Cas clusters
and CRISPR arrays of 5563 genomes. These systems present very diverse genetic
organizations between (multiple) close co-occurring Cas systems and CRISPR ar-
rays. Their analysis reveals frequent co-occurrence between certain Cas systems
and, more rarely, some pairs of systems that seem to be counter-selected. This
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results in frequent presence of long and complex Cas loci that have components
of different types, often in multiple copies, that cannot be easily typed in existing
classes. Using logistic regression, we develop a method to identify the Cas types
associated with CRISPR arrays and used it to classify most arrays that are not
encoded close to Cas loci. This method also allowed to show that plasmids tend
to encode CRISPR arrays compatible with the Cas systems encoded by their host
genomes. This integrative study quantifies many disparate observations in specific
genomes and opens the way to the large-scale study of the interactions between

CRISPR and Cas in Prokaryotes.
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3.1 Introduction

CRISPR-Cas systems are an adaptive immune system of bacteria and archaea
[19, 40, 169, 87]. They are composed of a CRISPR array and a cluster of cas genes.
CRISPR arrays comprise two types of sequences: repeats and spacers. Repeats
are short sequences (typically 20-40 bp) identical in a given CRISPR array. They
are interspaced by short and diverse spacer sequences (typically 20-40 bp), which
often match sequences from mobile genetic elements. Cas genes encode the proteins
involved in the three stages of CRISPR-Cas immunity: adaptation, expression and
interference [168].

CRISPR-Cas systems are present in less than half of bacteria [161]. They are
extremely diverse and have been recently classified hierarchically in two classes, six
types (I to VI) and 21 subtypes [161, 140, 163, 181]. This classification is based on
the content and architecture of signature proteins of the Cas cluster [161]. The last
surveys of CRISPR-Cas systems abundance and diversity among fully sequenced
bacterial genomes included 2740 and 2751 genomes [161, 42]. One study focused
on the classification of CRISPR-Cas systems and lacked their precise taxonomic
distribution [161]. The other study was restricted to systems with Casl because it
used its phylogeny to type Cas in a previous classification system [42]. CRISPR-
Cas systems are frequently transferred [90, 47, 161]. They have been detected
on diverse mobile genetic elements (MGE) like plasmids, phages or transposons
[235, 177, 99, 236, 212]. However, no exhaustive study quantified their distribution
on MGE.

There have been no quantitative studies integrating both CRISPR and Cas, i.e.,
assessing the co-occurrence of Cas systems and their association with CRISPR
arrays, and detailing the genetic architecture of CRISPR-Cas loci. Yet, previous
works have suggested that these traits are important. Functional interactions
between CRISPR-Cas systems were recently demonstrated for the subtype I-F
and ITI-B systems [248], where the latter can process crRNAs for the former to
improve immune defense. Many cas genes are found near CRISPR arrays, but
distant arrays (i.e., CRISPR arrays without neighboring cas genes) have also been
identified [161, 244]. They can be processed by cas genes present in other regions of
the genome (in trans) [19] or they may represent inactive systems. The prevalence
of such distant elements remains to be assessed.

The goal of this study was to perform an integrated analysis of Cas clusters and
CRISPR arrays. To do so, we analysed a large set of bacterial genomes, and some
of their mobile genetic elements. Then, using information on genetic composition
and organization of CRISPR-Cas systems, we analysed preferential associations
between specific subtypes of CRISPR-Cas systems and we developped a method
to assign subtypes to CRISPR arrays not encoded near Cas clusters.
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3.2 Results

Distribution of CRISPR arrays and Cas clusters

We searched for CRISPR arrays and Cas clusters, independently, in 5563 fully
sequenced bacterial genomes (Supplementary table 1). The size of CRISPR arrays
varies widely, from a minimum of three repeats (minimal detection threshold) to a
maximum of 589 in the Proteobacteria Haliangium ochraceum DSM 14365 (Figure
3.1.C). Most arrays are small, with 19% of all the detected arrays containing 5
repeats or less. We found CRISPR arrays in 47% and Cas clusters in 42% of
the bacterial genomes. Type I Cas systems were by far the most frequent (29%)
followed by type II (7%) and type III (6%) (Figure 3.1.A). All of them were
found in different phyla. The other types were extremely rare - they were found
in only 19 (IV), 12 (V) and 29 (VI) genomes and were restricted to few clades
(Proteobacteria, Actinobacteria, Bacteroidetes). The relative abundances of types
of Cas clusters are relatively similar to ones reported in previous studies [161, 1],
even though Class 1 CRISPR-Cas systems represent 82% of the detected clusters
in our dataset while previous studies reported 90%. Some subtypes are present
in many clades such as I-B, I-C, II-C, III-A, III-B, III-D while some subtypes
are clade specific like type I-D in Cyanobacteria, II-A in Firmicutes or II-B in
Proteobacteria. (Figure 3.1.A).

We analysed the distribution of CRISPR-Cas systems in function of genome size,
which often is correlated with the presence of bacterial defense pathways [250]. As
we have previously reported [27], type II CRISPR-Cas systems are only present in
small genomes (Figure 3.1.B). In contrast, type IV systems are usually encoded by
large genomes (> 5Mb). Type I and type III systems as well as CRISPR arrays
distribution does not seem dependent on genome size.

Recent reports suggested that diverse mobile genetic elements (MGE), including
phages and plasmids, encode CRISPR-Cas systems [235, 177, 99, 236, 212]. How-
ever, we found only one Cas system and five CRISPR in 1943 genomes of phages
(Figure 3.1.D). We then analysed the sequences of prophages to search if successful
temperate phages were more likely to encode more CRISPR-Cas systems. We only
detected two such systems, six Cas clusters and 33 CRISPR arrays on a very large
set of 9926 prophages. CRISPR-Cas systems were more common on a set of 4335
plasmids, both the complete systems (112) and the orphan CRISPR arrays (101)
(Figure 3.1.D). Subtypes relative abundance is different on plasmids and chromo-
somes (Supplementary Figure 2.A). No plasmids encode type II-A CRISPR-Cas
systems while type IV are encoded almost exclusively on plasmids. The plasmids
carrying either elements (CRISPR or Cas) were larger than the other plasmids
(Supplementary Figure 2.B). These results suggest that CRISPR~Cas systems are
rare in plasmids and almost never found in phages.
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Figure 3.1: Distribution of CRISPR arrays and Cas clusters in bacteria.
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A. Distribution of CRISPR arrays and Cas clusters by clade. The top panel represents
the distribution by clades of Cas clusters and CRISPR arrays. Clades are ordered by
number of genomes present in the dataset which are indicated on the y axis. Each cell
presents the number of systems detected for the specific clade. Each cell is colored pro-
portionally to the frequency of the system in the clade, the darker, the more frequent.
The bottom panel is the total number of systems detected in the dataset. B. Frequency
of CRISPR arrays and Cas clusters in function of genome size. The histogram on the bot-
tom represents the distribution of genome sizes in each clade. The frequency represents
the frequency of genomes carrying a system within the genome size range. The three
panels represent the two biggest clades in the dataset : Proteobacteria and Firmicutes,
and the rest of the dataset. C. Histogram of the number of repeats in CRISPR-arrays.

D. Frequency of

CRISPR-Cas systems in prophages, phages and plasmids.
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Organization of CRISPR-Cas systems

The canonical view of the organization of a CRISPR-Cas locus is the association
of one CRISPR array with one cluster of cas genes. Yet, genomes encode more
CRISPR arrays than Cas clusters (Figure 3.2.A). Actually, in genomes encoding
several Cas clusters, the number of CRISPR arrays grows faster than the number
of Cas clusters (Figure 3.2.A).

We computed the shortest distances between Cas clusters and CRISPR arrays
and vice-versa (since there are more CRISPR than Cas, they are not the same).
These distributions showed three groups: between 0 and 700bp, between 700bp
and 20kb and from 20kb to several millions bp (Supplementary Figure 3.A). The
gap between the two first groups may represent non-annotated Cas genes (Sup-
plementary Figure 3.a). Furthermore, some CRISPR-Cas loci encompass several
CRISPR-arrays and Cas clusters, in which case the closest Cas from a CRISPR
may necessarily be larger than several kb. Hence, we defined a CRISPR-Cas locus
as a cluster where Cas and CRISPR were less than 20 kb apart (the probability of
the two being encoded less than 20 kb apart randomly in a genome is very low).
If several elements (Cas or CRISPR) are clustered together by transitivity, they
are part of the same locus.

Based on this threshold, we defined three possible contexts for CRISPR arrays
and Cas clusters: the elements are part of a CRISPR-Cas locus if there is at
least one Cas and one CRISPR array less than 20kb apart, "orphan' if there
is no counterpart element in the genome, and "distant" otherwise. Using this
classification, the vast majority of Cas clusters (90%), and a small majority of
CRISPR arrays (60%) are part of CRISPR-~Cas loci. Around 24% of the latter
are distant and 16% are orphans (Figure 3.2.B). Hence, there is an asymmetry in
the genetic organization: Cas are much more often systematically associated with
CRISPR than the latter with Cas. This tendency remains the same when only
considering CRISPR with more than 5 repeats, with respectively 65%, 23%,18%
of in loci, distant and orphan CRISPRs.

We then focused specifically on CRISPR-Cas loci and classified them in different
architectures based on their number of CRISPR arrays and Cas clusters (Figure
3.2.C). When considering loci encoding two consecutive CRISPR arrays, one pos-
sibility is that the arrays actually constitute only one array that was interrupted
by a large insertion (e.g., by a transposable element). We classified consecutive
CRISPR arrays with identical repeats as one single CRISPR array. They represent
46 loci. Less than half (49%) of the loci encode one single CRISPR array and one
single Cas cluster. Many loci have one Cas cluster and two CRISPR arrays (21%),
but few have two Cas clusters and only one CRISPR array. Finally, many (30%)
loci are more complex than any of the previous organizations, including at least 2
CRISPR arrays and 2 Cas clusters.
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Figure 3.2: Organization of CRISPR-Cas loci.

A. Number of CRISPR arrays in function of number of cas clusters in bacterial genomes
(linear regression slope=1.72, 95% confidence interval 1.68,1.76 , P<0.001). B. Context
of CRISPR-arrays and Cas clusters. C. Quantification of the different organizations of
CRISPR-Cas loci

Associations between CRISPR-Cas systems

Having observed that many genomes encode several Cas clusters and that some
subtypes are more represented than others in those genomes (Supplementary Fig-
ure 4), we searched to identify unexpectedly high or low patterns of co-occurrence
between CRISPR-Cas systems. Since genomes are linked by a common evolution-
ary history, we corrected the associations between systems by the phylogeny using
BayesTraits [201]. Since phylogenetic inference of all the bacteria kingdom is very
hard, we restricted our analysis to Firmicutes and Proteobacteria, the two clades
with more genomes (75% of the total), for which we inferred a set of phyloge-
netic trees. We used them to test if the co-occurrence of every pair of systems was
random (Figure 3.3.A and 3.3.B). In Proteobacteria subtype I-E is negatively asso-
ciated to both I-B and I-F, while in Firmicutes subtypes II-A and I-B co-occur less
than expected. We observed two positive associations in Proteobacteria: subtype
I-U with I-C, and IF with ITI-A/B systems. In Firmicutes, subtype I-B co-occur
more than expected with all type III systems. Overall, there were more positive
than negative co-occurrences of systems.

According to the patterns of co-occurrence, we encountered clusters that con-
tained proteins from different subtypes. These clusters were often impossible to
type, as they included proteins from different subtypes intermingled with multi-
ple copies of homologous components. We hypothesized than these large clusters
could represent previously independent systems that physically merged and would
therefore indicate potential functional interactions between Cas proteins of differ-
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ent CRISPR-Cas systems. Examples of large clusters present in three different
bacteria show the physical association of 2 or three subtypes(Figure 3.4.C). We
defined large clusters as clusters with more than 12 proteins (Supplementary Fig-
ure 5). The protein content of these clusters most often included proteins from
type I and type III systems (Figure 3.D). These physical links constitute a new
clue to support the hypothesis of interactions between type I and type III sys-
tems already suggested by the analysis of the co-occurrence patterns, and one
experimental study concerning type I-F and III-B [248].
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Figure 3.3: The associations between CRISPR-Cas systems.

A) and B) Associations between CRISPR-Cas systems in Proteobacteria and Firmi-
cutes. Each circle corresponds to the association between two CRISPR-Cas systems.
Associations are represented in grey (not significant), blue (negative), and orange (posi-
tive). Only systems present in more than 1% of the genomes in the clade are represented
(the others never have significant statistics). C. Clusters of Cas proteins detected in three
bacteria. Arrows represent genes and are colored by subtypes. Slash (/) represent genes
not associated with no hit to cas protein profiles. D. Heatmap of proteins subtypes
found associated in large clusters (defined as those having more than 12 Cas proteins).
Each cell present the number of large clusters where proteins of both subtypes are found.
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Characterization of CRISPR arrays according to their association with
Cas clusters.

We then investigated if the presence and subtype of Cas clusters influenced the
number of repeats of the arrays. There was an association between the size of
CRISPR arrays an the presence of Cas genes. Orphan CRISPR arrays are smaller
(average 9 repeats) than distant arrays (16), which are smaller than arrays within
CRISPR-Cas loci (26, Figure 3.4.A). These trends remained significant when only
considering arrays with more than 5 repeats (Tukey HSD, all pairs, P<0.001).
Plasmidic CRISPR arrays within a locus harbour on average 17 repeats, and are
therefore smaller than chromosomal ones (Tukey HSD,P=0.005) while plasmidic
orphan arrays are not significantly different from chromosomal ones. We then
tested if the subtype of a Cas system could influence the size of the CRISPR
array. To limit uncertainties of subtype assignment to CRISPR arrays, we only
considered CRISPR-Cas loci encoding a single Cas cluster. We observed different
numbers of repeats according to subtypes (Supplementary Figure 6). Type IV, V,
VI and subtype II-A tend to have short CRISPR arrays (<20 repeats on average).
On the other hand, subtype I-A, I-B, I-D have the longest arrays with more than
40 repeats on average. Consequently, the presence, proximity and subtype of Cas
clusters impact the number of repeats in CRISPR arrays.

Almost half of the CRISPR arrays are not in CRISPR-Cas loci and many of the
remaining are next to complex Cas loci. This means we cannot infer their type
based on the contiguity of a single Cas cluster. To further characterize these arrays
we built a databank of 3324 unique repeats that we could assign to specific Cas
subtypes because they were taken from elements neighboring one and only one
Cas cluster (Supplementary Table 2). We performed all pairwise alignments of
these repeats and generated an identity score. We then investigated if the subtype
of the best hit for a given repeat was a good predictor of the subtype of the
repeat. For each repeat of our dataset, we compared the subtype of the best hit
and the subtype determined by the Cas of the CRISPR-~Cas locus. This method
allowed an important number of correct subtype assignments (2689 correct vs 639
incorrect). The accuracy of this simple method is affected by sequence identity:
if the best hit has low sequence similarity, then it is a poorer predictor of the
Cas type than if sequence similarity is high. We then assessed how the percent
identity influenced the quality of the subtype assignment. We performed a logistic
regression between the variable for correct subtype assignment (0 or 1) and the
identity score. This regression allowed us to set a threshold for the identity score
under which we consider that the best hit method is not reliable. Given that in
our training dataset, we had an important number of correct subtype assignments,
we chose a threshold with a high True Positive Rate (Figure 3.3.C). This threshold
corresponds to an identity score of 72%, and in this case, we obtain 2593 correct
and 462 incorrect assignments. We used this method to assign subtype to distant
and orphan arrays (Figure 3.4.B and Supplementary Figure 4). We could assign
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subtypes to 48% of the orphan arrays and 79% of the distant arrays (Figure 3.4.D).
Subtypes relative abundance vary between orphan, distant or in loci CRISPR
arrays (Supplementary Figure 7) with for example a higher relative frequency of
type I-B in distant arrays.
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Figure 3.4: Characterization of CRISPR arrays according to their association
with Cas clusters.

A. Number of repeats of CRISPR arrays in function of their association (or lack thereof)
with Cas clusters (Tukey HSD, all pairs, P<0.001). B. Predicting CRISPR array subtype
using direct repeats. ROC curve (orange) of the logistic regression performed to assess
quality of subtype prediction in function of identity score. In grey, the threshold chosen
to assign subtype to unknown arrays. C. Percentage of typed orphan and distant arrays
using the described method.

We then applied this method to test if CRISPR systems encoded on plasmids
often match chromosomal Cas. Almost half (48%) of the strains with plasmids har-
boring CRISPR arrays (but no Cas) are in genomes with a chromosomal Cas clus-
ter (Supplementary Figure 8.A). We assigned a subtype to the plasmidic CRISPR
arrays and tested if the array subtype matched the subtype of a chromosomal Cas
cluster. We were able to assign a subtype to 37 plasmid CRISPR arrays and that
in 18 cases there was a match between the subtype of the plasmid CRISPR array
and the chromosomal Cas clusters (Supplementary Figure 8.B). We controlled this
result by simulating the expected number of matches between plasmid and chro-
mosomal subtypes. In 1000 simulations, the highest number of matches found was
15 (Supplementary Figure 8.C). While these effectives remain low, this tendency
suggests that plasmid CRISPR arrays are more likely to remain in genomes when
they are compatible with the chromosomal Cas clusters. A non-exclusive alterna-
tive is that these plasmids acquire the CRISPR from their host and spread it in
closely related hosts, that are likely to carry similar CRISPR-Cas systems.
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3.3 Discussion

We detected CRISPR arrays and Cas clusters at the subtype level in 5563 fully
sequenced bacterial genomes. Our detection of Cas clusters underlines an impor-
tant taxonomic diversity. As our detection takes into account Cas clusters archi-
tectures and signature proteins, it provides a robust subtype assignment compared
to a previous study where subtypes were only inferred from Casl [42]. We found
some CRISPR-Cas systems subtypes such as I-B, I-C, II-C, III-B in many clades
while others - like subtype II-A or II-B - are clade specific. Such a narrow dis-
tribution could be explained by two hypotheses: either such systems co-diverged
with their genetic background limiting their functionality in other contexts or they
specialized for a defined clade.

Our analysis revealed that 19% of CRISPR arrays encode less than five repeats.
These short arrays might be false detections. To limit the impact of potential
false positives we controlled our results when necessary using only CRISPR arrays
encoding more than five repeats and showed that the observed trends remained
the same. These short arrays could also belong to decaying inactive CRISPR-
Cas systems, or could result from the dynamics of spacers gain and loss, which in
some cases could favour short arrays. The balance of acquisition rate and spacer
loss rate is likely influenced by many phenomenon that can vary from species
to species, including bacteriophage infection rates, DNA damage and recombina-
tion frequencies. Experimental observations on primed adaptation (acquisition of
spacers from an MGE already targeted by a spacer in the CRISPR-array) [258] as
well as mathematical models predict selective sweeps of highly immune lineages of
CRISPR-Cas systems. CRISPR arrays could thus acquire several spacers within
a short time-frame. On the other hand, the loss of spacers seems to be a grad-
ual passive phenomenon occurring via homologous recombination between repeats.
Short arrays could therefore result from the gradual shrinkage of CRISPR arrays
that have not undergone recent acquisition selection events.

While previous studies described the existence of CRISPR-Cas carried by plas-
mids and phages [235, 177, 99, 236, little was known about the prevalence of such
systems. We show that CRISPR-Cas are almost never carried by phages. When
CRISPR-Cas are carried by phages, they can nonetheless have an important role
as illustrated by how some Vibrio phages use a CRISPR-Cas to escape host innate
immunity [236]. CRISPR-Cas systems are more abundant in plasmids, where they
remain nevertheless relatively rare. Plasmidic CRISPR arrays are shorter than
chromosomal ones, which might indicate that spacer acquisition events might be
rarer in this context or that spacer loss is higher (e.g., because higher plasmid copy
number increases recombination rates). We observed an intriguing abundance of
Type IV systems on plasmids. While it had been previously reported that type
IV systems were often found on plasmids [161], we show that they are almost ex-
clusively encoded on them. No experimental studies yet have demonstrated their
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activity in vivo. As these systems do not encode Casl and Cas2, the main proteins
for adaptation [161], it is not known how they acquire new spacers. The absence
of certain subtypes on plasmids such as type II-A systems also underlines the exis-
tence of other mechanisms of horizontal transfer of CRISPR-Cas systems between
bacteria.

Our integrated analysis of CRISPR arrays and Cas clusters showed that many
systems do not follow the canonical organization of one Cas cluster with one or two
CRISPR arrays: 1) approximatively half of CRISPR-Cas loci encode several Cas
clusters and CRISPR-arrays. 2) of orphan or distant CRISPR arrays represent
40% of all the CRISPR arrays.

Complex organizations can reflect functional associations between CRISPR-Cas
systems of various types. The analysis we performed on subtypes co-occurrences
revealed negative and positive associations. We found that type III-B and type I-F
are positively associated in Proteobacteria, which could be explained by the ability
of type III-B to process and use guide RNAs expressed from a type I-F CRISPR
array [247]. We observed many positive association between type I and type III
systems. Another form of functional association between type I and type III
systems was underlined recently with the discovery of the role of Csm6 [136, 189].
This non-specific RNAse is activated by a small molecule which constitutes an
intracellular signal that infection has not been prevented and leads to cell death
or dormancy [136, 189, 5]. It was thus hypothesized that these type III systems
could constitute a second line of defense when type I CRISPR-Cas systems fail.
Finally, type I1I systems often lack the adaptation module, raising the question of
how they acquire new spacers. If they can use the adaptation machinery of type I
systems, this would also constitute an explanation for the observed associations.

While complex CRISPR-Cas loci represent one side of the spectrum of CRISPR-
Cas organization, the other end e.g. orphan and distant element are also widespread.
Distant CRISPR arrays encode fewer spacers than arrays in CRISPR-Cas loci.
Such limited size could be explained by a reduced efficiency at incorporating spac-
ers because of a distance to the Cas cluster, which seems unlikely given the molec-
ular mechanisms of immunity which do not require elements adjacency. Therefore,
the reasons for this smaller number of repeats mights reside in the origins of the
distant arrays. Distant arrays could correspond to a different subtype than the
Cas cluster present in the genome, for example as a former active locus where cas
genes were lost, and would therefore not likely be processed. Distant arrays could
correspond to the same subtype but originate from an another locus. As CRISPR
arrays in a CRISPR-Cas locus most likely co-evolved with the nearby Cas cluster,
they would be less optimized for the distant Cas cluster. Finally, distant arrays
could originate from the locus encoding the distant Cas cluster (separated by
translocation in the genome for example) and in that case should not be different
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from CRISPR arrays in loci.

To further characterize distant and orphan arrays beyond the number of repeats,
we provide a new method for assigning a subtype to CRISPR arrays based on
their repeats. This simple tool could be incorporated in CRISPR arrays detection
programs to provide subtypes when no Cas clusters can be used. It could be
especially useful to subtype CRISPR arrays in metagenomics where most of the
arrays detected are orphan. Our subtype assignment method is based on repeats
of CRISPR arrays within CRISPR-Cas loci. It is therefore probable that we do
not sample exhaustively the diversity of CRISPR repeats. The difference in the
proportion of the orphan and distant repeats that we could type might indicate
that an important pool of repeats might be specific to orphan arrays and thus will
be impossible to type using our method.

We present an integrated analysis of CRISPR arrays and Cas clusters bringing
new knowledge on CRISPR-Cas systems distribution, organization, co-occurrences
and transfers. Overall, our analysis emphasizes the diversity and complexity of
such immune systems. As many systems are not easily classable in independent
subtypes, a too narrow and strict view of subtypes might be deleterious. Bet-
ter characterizing complex loci might help understand how certain combinations
of components may provide specific advantages to certain loci. A better under-
standing of this complexity will likely be relevant for the development of novel
CRISPR-based technologies.
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3.4 Material and methods

Data

We analyzed 5563 complete bacterial genomes retrieved from NCBI RefSeq rep-
resenting 2437 species of Bacteria (http://ftp.ncbi.nih.gov/genomes/refseq/bacteria/),
in November 2016. We retrieved 1943 complete phages genomes from NCBI RefSeq
in November 2016.

Prophages detection

We detected 9946 putative prophages in the bacterial genomes using PhageFinder
v4.6 as in [269] (http://phage-finder.sourceforge.net/).

CRISPR arrays and Cas clusters detection

Cas clusters were detected with MacSyFinder (version 1.0.2, [1] as in [27] using
new Cas profiles and XML-models to consider recently described Type III, IV, V
and VI CRISPR-Cas systems [161]. The program is available on the galaxy portal
of the Institut Pasteur (https://galaxy.pasteur.fr/). All results are reported in
Supplementary Table 1.

We detected CRISPR-arrays using the CRISPR Recognition Tool v1.2 (CRT)
[32] with the default parameters except for the maximum length of a CRISPR’s
repeated region (maxRL) which was set to 50. To limit the number of false pos-
itives, we calculated the coefficient of variation of the length of the spacers for
each CRISPR array. For CRISPR arrays, this coefficient is expected to be low,
as spacers are integrated through mechanisms that ensure specific size [124]. As
expected, the number of detected arrays drops when the coefficient of variation
rises. To define a threshold above which detected arrays would be considered as
false (i.e., detected repeats would not be CRISPR), we analysed the coefficient of
variation of CRISPR arrays close to cas genes (here 10kb), which are unlikely to be
false. The coefficient of variation is rarely larger than 19 and almost never larger
than 28. We therefore chose to remove from the dataset the CRISPR arrays with
a coefficient of variation superior to 28. This step removed 318 arrays representing
only 4.4% of the dataset. All results are reported in Supplementary Table 2.

Linking CRISPR arrays and Cas clusters

In order to link CRISPR arrays and Cas clusters, we calculated the minimal
circular distance between an array and a cluster. When this distance was inferior
to 20kb and only one Cas cluster was present, we assigned a subtype to the CRISPR
array. This produced two datasets, one of each CRISPR associated to Cas clusters
and a second of Cas cluster associated to CRISPR array (Supplementary tables 1
and 2).
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We built a databank of repeats assigned to specific subtypes to subtype repeats
that could not be assigned trivially because the Cas cluster was either distant from
the array or absent from the genome. We analyzed the CRISPR arrays from loci
close to one and only one cas cluster (<20 kb), and use them to generate a list
of 3324 unique repeats (direct and reverse complement sequences). We quantified
the sequence similarity between every pair of such repeats using a global alignment
with no gap end penalty and equal gap creation and extension penalties (-3) using
the module pairwise2 from Biopython (function align.globalxs). For each repeat
of the databank, we generated a categorical variable assessing if the subtype of the
best hit in the databank was the same as the one of the tested repeat. We then
performed a logistic regression between the identity score of the best hit and the
categorical variable assigning correct subtype prediction. We used a ROC curve to
choose a threshold with a high True Positive Rate. It corresponds to an identity
score of 71.87% to predict correctly a subtype of a repeat based on the best hit in
our dataset.

We assigned subtypes to orphan arrays based on this method. For each orphan
array, we quantified the sequence similarity with all repeats of the databank using
a global alignment with no gap end penalty and equal gap creation and extension
penalties (-3) using the module pairwise2 from Biopython (function align.globalxs).
We took the best hit among those scores. If the identity score was higher than
71.87%, we assigned to the repeat the subtype of the best hit.

Phylogenetic analyses

We identified the set of families of orthologous genes present in more than 90%
of the genomes (when larger than 1 Mb) of two phyla: Firmicutes (1189 genomes),
and Proteobacteria (2897 genomes). The genomes were obtained from GenBank’s
RefSeq dataset as indicated above. The orthologs were identified as reciprocal
best hits using end-gap free global alignment, between the proteome of a pivot
and each of the other strain’s proteomes. Escherichia coli K12 MG1655 and Bacil-
lus subtilis str.168 were used as pivot for each clade. Hits with less than 37%
similarity in amino acid sequence and more than 20% difference in protein length
were discarded. The persistent genome of each clade was defined as the intersec-
tion of pairwise lists of orthologs that were present in at least 90% of the genomes
representing 411 families for Firmicutes and 341 for Proteobacteria.

We inferred phylogenetic trees for each phyla from the concatenate of the multi-
ple alignments of the persistent genes obtained with MAFFT v.7.205 (with default
options) and BMGE v1.12 (with default options). Missing genes were replaced by
stretches of "-" in each multiple alignment. Adding a few - has little impact on phy-
logeny reconstruction [80]. The trees of the phyla were computed with FastTree
version 2.1 using the LG model [218], which had lower AIC than the alternative
WAG model in both cases. We made 100 bootstrap trees using phylip’s SEQBOOT
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to generate resampled alignments and then using them with FastTree (options n
intreel).

We applied BayesTraits v.3. to test the correlations among pairs of traits that
adopt a finite number of discrete states, i.e., the presence or absence of pecu-
liar CRISPR-Cas systems [201]. We ran likelihood estimation of two models on
100 trees: independent or dependent evolution of two traits. We performed a
likelihood-ratio test on the two models for each of the 100 trees. We validated
an association if the median of the p-values of the 100 Likelihood-ratio test was
inferior to 0.01 and the p-value of the Fisher exact test on the contingency table
of the two traits was inferior to 0.05.

Supplementary materials are available at :
https://gitlab.pasteur.fr/abernhei/Supplementary Materials. PhD_ aude.git
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Supplementary materials

Supplementary Table 1: Cas operons with associated CRISPR arrays
Supplementary Table 2: CRISPR arrays with associated Cas operons
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Supplementary Figure 2 : Plasmids and CRISPR-Cas systems

A. Plasmidic Cas subtypes. Frequency of chromosomal and plasmidic Cas subtypes (Chi 2 on the independence of
variables in a contingency table, P<0.001). CAS means that no specific subtype could be assigned. B. Plasmid size
in function of the presence of CRISPR-Cas systems (Tukey Kramer CRISPR, P=0.033, Cas, P=0.002, CRISPR-Cas,
P<0.0001).
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Supplementary Figure 3 : Number of C-RiSPR-arrays and cas clusters in bacterial genomes.
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A. Distance to the first CRISPR array or first Cas cluster. Vertical line corresponds to the distance cut-off (20kb) B.
Number of repeats in different groups of CRISPR-arrays. C. Subtypes associated to the closest Cas clusters in the
different groups.
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Supplementary Figure 6 : Number of repeats of CRISPR arrays per subtype

Number of repeats of CRISPR arrays in function of the subtype of the closest Cas clusters. Only CRISPR
arrays associated with one specific subtype and within 20kb of a Cas cluster were analysed (ANOVA,
P<0.001).
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Supplementary Figure 7 : Subtypes abundance in CRISPR arrays

CRISPR subtype was determined by the subtype of the associated Cas cluster for the “in loci”. Distant and
orphan CRISPR arrays were subtyped using the method described in the article, only based on their
repeats. The frequencies of the types CRISPR arrays are represented which correspond to 100% of the in
loci arrays, 77% of the distant and 51% of the orphan subtypes (Chi 2 on the independence of variables in a
contingency table, P<0.001).
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Supplementary Figure 8 : Subtype associations between plasmidic CRISPR arrays and
associated chromosomal Cas clusters.

A. CRISPR-Cas content of genomes with plasmids encoding CRISPR arrays and/or Cas clusters. B.
Subtype correspondence between plasmidic CRISPR array and chromosomal Cas clusters. Subtype was
assigned to CRISPR arrays encoded on plasmids. Correspondence was defined as such: If the assigned
subtype of the array matched one of the Cas clusters present in the chromosome C. Control for plasmidic
CRISPR array subtype correspondence to Cas cluster chromosomal one. Vector corresponding to the
CRISPR subtypes was randomized and number of correspondence with the associated vector of Cas clusters
was computed. The distribution of the number of correct predictions for 1000 randomizations is presented.
The number of observed correspondence in our dataset is represented by the vertical red line.
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Box

2: Major points of Chapter 3

®

First quantitative integrated analysis of CRISPR arrays and Cas
clusters.

CRISPR-Cas subtypes are distributed unevenly among bacterial
genomes. Some are clade specific while others are widespread|(ORISPR-
Cas systems are almost never carried by phages but many are en-
coded on plasmids.

Orphan and distant arrays represent 40% of detected CRISPR
arrays. They harbour less repeats that CRISPR arrays adjacent to Cas
clusters.

Many CRISPR-Cas loci present complex architectures with several
CRISPR arrays and/or Cas clusters.

Type I and Type III CRISPR-Cas systems often co-occur in
bacterial genomes underlying potential synergistic interactions.

New method to assign a subtype to CRISPR arrays enly using
the sequence of the repeat. This method was applied to show that
plasmids tend to encode CRISPR arrays compatible with the Cas sys-
tems encoded by their host genomes. It could be particularly useful in
metagenomics.
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Chapter 4

Interactions between DNA repair
and CRISPR-Cas systems as a
cause for the sparse distribution
of these systems in bacteria

The work presented in this chapter is still ongoing. Some of the results are pre-
liminary and might be subject to changes.
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Abstract

The distribution of CRISPR-Cas systems is sparse in many bacterial phyla.
Considering their important role as an adaptive immune system, the absence of
these systems in more than half of bacteria is puzzling. Here, we investigate the
possibility that the success of CRISPR-Cas acquisition by horizontal gene transfer
is partly determined by the interactions of these systems with the genetic back-
ground of the host. More specifically, we analyze the co-occurrence patterns be-
tween CRISPR-Cas systems and the DNA repair systems of bacteria, especially in
terms of the functions involved in homologous recombination and handling double
strand breaks, like non-homologous end joining. We identify the few previously
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studied cases of positive and negative interactions between the systems and show
that there are many other positive and negative patterns of co-occurrence between
DNA repair and CRISPR-Cas systems. This study provides a novel explanation
for the absence of CRISPR-Cas systems in the majority of bacteria and opens
numerous avenues for further experimental research on interactions between these
systems and bacterial DNA repair pathways.



4.1. INTRODUCTION 121

4.1 Introduction

CRISPR-Cas systems are an adaptive immune systems of bacteria and archaea.
They are present in less than 50% of bacteria and some phyla are completely devoid
of them [161, 42]. Given their role as an immune system and the proofs of their
frequent horizontal transfer [90, 47], the absence of systems in large clades endur-
ing horizontal gene transfer and phage predation remains intriguing. As a point of
comparison, there are on average two restriction-modifications systems per genome
[197]. Several hypotheses have been put forward to explain this relative scarcity
of CRISPR-Cas systems. First, autoimmunity: the acquisition of a self-targeting
spacer leads in the vast majority of cases to cell death [110]. Second, harbor-
ing general defenses like restriction modification or surface modification can be
more advantageous than encoding a specialized defense system like CRISPR-Cas
[296]. Third, by limiting horizontal gene transfer (HGT), CRISPR-Cas systems
can prevent the uptake of advantageous mobile genetic elements [128]. None of
these explanations if fully satisfactory. First, there is not clear reason why the
cost of auto-immunity should vary between clades. Second, it isn’t clear why Ar-
chaea would always select for specialized and general defense systems and so many
Bacteria would only select for the latter. Finally, the costs of preventing HGT is
general for all defense systems.

Here, we propose a novel and complementary explanation: incompatibility with
the bacterium genetic background. CRISPR-Cas systems are constantly lost and
gained again through HGT [128]. We hypothesize that the success of the transfer
will depend on the genetic background. Indeed, from a mechanistic point of view,
some systems require host factors to be fully functional, like the dependence of the
type I-E system on the IHF (Integration Host Factor) to integrate new spacers [192,
301]. In this case, one would expect to find frequent co-occurrence between the
CRISPR-Cas system and the host factors (whenever the latter are not ubiquitous).
Incompatibilities between CRISPR-Cas systems and other encoded pathways could
also prevent the fixation of transferred CRISPR-Cas systems. If a given trait is
affected by the presence of a given type of CRISPR-Cas system, or renders the
system inefficient, then the two should rarely co-occur.

To test the hypothesis of the importance of the genetic background in the dis-
tribution of CRISPR-Cas systems, we focused on DNA repair. Our choice was
motivated by several reasons. First, CRISPR-Cas systems and DNA repair path-
ways share the same substrate, DNA, which may result on competition for the
same substrate. Second, by potentially being able to repair breaks generated by
CRISPR-Cas systems, DNA repair pathways could limit CRISPR-Cas efficiency.
Third, some DNA repair proteins have been shown to interact with CRISPR-Cas
systems and even play a role in CRISPR-Cas adaptation leading to potential syn-
ergistic interactions [149, 122, 110]. For example, in type I-E systems, RecBCD
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DNA degradation generates small pieces of DNA that are used as prespacers by
the adaptation machinery [149].

We focused our analysis on DNA repair pathways and proteins which we hy-
pothesized could interact with CRISPR~Cas systems. DNA repair pathways could
either impact interference of CRISPR-Cas systems by repairing double strand
breaks (DSBs) or play a role in adaptation by for example producing prespac-
ers in a manner similar as the one described for RecBCD and type I-E systems.
Therefore, we investigated associations with proteins involved in homologous re-
combination (HR) and Non-Homologous End Joining (NHEJ) pathway which can
repair DSB without any template [38]. In HR, the main DSB repair complexes
AddAB, RecBCD, AdnAB [175, 15, 251] which exhibit helicase and nuclease ac-
tivities, process DSB and then recruit RecA [299]. Other pathways have been
described to repair DSB in specific genetic backgrounds. They involve: RecOR
and RecF, which bind to DNA and recruit RecA; the helicase RecQ, the nuclease
RecJ and RecN which tethers DNA [175, 188]. The resolvases RuvAB, RuvC, RecU
and RecG carry out the post-synaptic phase through Holliday junctions resolution
[175]. We also examined regulators of homologous recombination: ShcB, SbcEF,
SbeCD, PnPase and RecX [54]. Finally, we also considered SOS response through
LexA, which repression on many genes is alleviated during the SOS response.

In this study, we examined the patterns of co-occurrence of DNA repair pathways
and CRISPR-Cas systems in bacterial genomes to test if they were independently
distributed. If one subtype of CRISPR-Cas systems interacts synergistically with
a specific DNA repair pathway, then both systems should co-occur more often in
bacterial genomes that what is expected under independent distributions. Con-
versely, antagonistic systems should co-occur less.
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4.2 Results and Discussion

Distribution of DN A repair pathways in bacterial genomes

We detected CRISPR-Cas systems and proteins involved in DNA repair in 5563
fully sequenced bacterial genomes (Supplementary Table 1). The distribution of
DNA repair pathways and proteins detected confirmed previous analysis [73, 227,
56]. Several systems or proteins are nearly ubiquitous. They include RecA, the
resolvases RuvAB and RecG, and the pre-synaptic system RecOR. We could detect
them in more than 96% of the genomes of the dataset (Figurel). Genomes of
species lacking RecA were on average half the size of the others and were much
more likely to lack the other systems too. These systems represent the nearly
ubiquitous toolkit of homologous recombination in bacteria.
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Figure 4.1: Distribution of DNA repair pathways in bacterial genomes.

The top panel represents the taxonomical distribution of different DNA repair sets of
proteins indicated on the x-axis. Clades are ordered by number of genomes present in
the dataset which are indicated on the y axis. Each cell represents the number of systems
detected for the clade and is colored proportionally to the frequency of the system in the
clade, the darker, the more frequent. The bottom panel is the total number of systems
detected in the dataset.

Certain systems are not ubiquitous individually, because there are several dif-
ferent epistatic groups of proteins with similar functions (Figure 1). For example,
genomes encoded either RecBCD or AddAB or AdnAB. RecBCD is virtually ab-
sent from certain clades like the Firmicutes or the Bacteriodetes, and AdnAB is
restricted to Actinobacteria. One should note that some actinobacteria have both
AdnAB and RecBCD, but the latter seems to be involved in single-stranded an-
nealing and not in homologous recombination [100]. RecU and RuvC, which are



124 CHAPTER 4. INTERACTIONS WITH DNA REPAIR PATHWAYS

both resolvases, also have complementary patterns of occurrence (the former is
only found in Fimicutes and Tenericutes). It is interesting to notice that some
clades like the Tenericutes and Thermotogae harbor few identifiable DNA repair
proteins which could be linked to their small genome size. NHEJ is present in
25% of bacterial genomes. It is more abundant in Actinobacteria where 55% of
the genomes encode NHEJ.

Interactions between CRISPR-Cas systems and DNA repair in Pro-
teobacteria and Firmicutes

We analysed the patterns of co-occurrence of DNA repair pathways and CRISPR-
Cas systems to test whether they were distributed independently. When studying
co-occurrences of genes, it is important to consider that genomes are linked by a
common evolutionary history and that statistics should be corrected by the phy-
logeny [79, 200, 201]. As the presence of CRISPR-Cas systems is variable within
species, we decided to analyse the patterns of co-occurrences at the genome level
(i.e., using multiple genomes for the same species when available). This increases
the dataset, at the cost of increasing the phylogenetic association between taxa.
To control for this last effect, we built phylogenetic trees associating all genomes.
It quickly appeared that reconstructing a trustworthy phylogeny on our whole
dataset of 5563 genomes would not be possible. We thus decided to focus our
analysis on the two best-studied clades: Firmicutes and Proteobacteria. These
were the only phyla with genomes encoding enough CRISPR-Cas systems from
various types to perform robust statistical analyses (respectively 293 and 929 type
I, 218 and 119 type II, 109 and 62 type III). We built the trees for Firmicutes
and Proteobacteria, separately, and used them to test the co-occurrence of sys-
tems with BayesTraits [201]. The significant associations found in this analysis
are shown in Figure 2.

First, we detected a positive association in Proteobacteria between RecBCD and
type I-E CRISPR-Cas systems. This association is consistent with the synergistic
interaction between both pathways that was previously identified and studied in
E. coli [149]. Naive adaptation in type I-E systems relies on RecBCD to provide
prespacers for the adaptation machinery. We also observed a negative association
between type II-A CRISPR-Cas systems and NHEJ in Firmicutes. We reported
this negative association in a previous study in which we provided experimental
evidence showing that type II-A CRISPR-Cas systems likely inhibit NHEJ repair
[27]. Another interaction between DNA repair proteins and CRISPR-Cas systems
reported recently is the contribution of RecG to primed adaptation (acquisition of
news spacers from an MGE already targeted by a spacer present in the CRISPR
array) in type I-E and I-F systems [122, 110]. However, we were unable to de-
tect this interaction in our analysis. This could be explained by the ubiquituous
presence of RecG (>96% of the genomes in the dataset). Hence, in this case our
analysis suggests that there is no reciprocal co-occurrence of type I-E and I-F
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with RecG, just a functional dependence of the former on the latter. Beyond the
handful of interactions previously reported, we observed 105 new significant asso-
ciations (Figure 2). Some genes lack any significant co-occurrence and they were
removed from the figures. This is the case of most almost ubiquitous components
of the HR machinery, including the above mentioned RecG, but also, RuvAB, and
RecA.

We first focused on the global patterns of these associations. The first striking
observation is that the co-occurrence patterns are not the same in Firmicutes and
Proteobacteria. An important factor to explain these results is that CRISPR-Cas
systems are not equally distributed in those clades, with for example only 39 type
[-E/F systems in Firmicutes and 773 in Proteobacteria. Similarly, DNA repair
pathways are also distributed unevenly among phyla (Figure 1). Evolutionary as-
sociations can only be detected when a sufficient number of systems are present in
the clade under study. This likely explains some of the discrepancies between Fir-
micutes and Proteobacteria (Figure 2.A). However, for some DNA repair proteins
like AddAB, the patterns are almost opposite in the two phyla.

It is important to highlight that in many cases, these evolutionary associations
likely do not indicate direct mechanistic interactions but could result from indirect
associations with other traits for example genome size. Other potential indirect
effects could from the preferred associations of some DNA repair pathways. Some
frequently co-occur with one another like RuvAB and RuvC or on the contrary
present a complementary distribution (bacteria have one or the other) like AddAB
and RecBCD. A direct consequence of the associations between DNA repair path-
ways is that the interaction of a CRISPR-Cas system with a specific DNA repair
pathway will impact co-occurrence patterns with multiple DNA repair pathways.

For instance, RecU and RuvC exhibit a complementary distribution in Firmi-
cutes and as expected present the exact opposite association pattern with CRISPR-
Cas systems. RuvC is positively associated with Type I and III systems, but nega-
tively associated with type II-A systems while RecU presents the opposite pattern.
Similarly, Proteobacteria encode either the AddAB or the RecBCD presynaptic
pathway. These systems present opposite associations with CRISPR-Cas systems
in this phylum. Conversely, recBCD, sbcCD, sbcB and lexA tend to be encoded in
the same genomes and thus show similar patterns of co-occurrence with CRISPR-
Cas systems.

To facilitate the analysis of these evolutionary associations we performed a hi-
erarchical clustering of the CRISPR-Cas systems based on their interactions with
DNA repair pathways (Figure 3). This analysis revealed some expected clusters
like the one including type I-E and I-F systems in Proteobacteria (Figure 3.A).
Indeed, those two systems are very similar in terms of molecular mechanisms.
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Figure 4.2: Associations between CRISPR-Cas systems and DNA repair in
Proteobacteria and Firmicutes.

Each circle corresponds to the association between a CRISPR-Cas system on the x-axis
and a DNA repair pathway in the y axis. Grey represent no significant association, blue
negative association and orange positive one (Fisher Exact Test P<0.05, median of a
100 likelihood ratio tests <0.01). Only systems present in more than 1% and in less
than 99% of the total number of genomes in the clade are represented. The top panel
depict associations in Proteobacteria and the bottom one in Firmicutes
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Figure 4.3: Hierarchical clustering of CRISPR-Cas systems by their associ-
ations with DN A repair pathways.

Each square corresponds to the association between a CRISPR-Cas system on the y-axis
and a DNA repair pathway in the x axis. Grey represents no significant association, blue
represents a negative association and orange a positive one (Fisher Exact Test P<0.05,
median of a 100 likelihood ratio tests <0.01). Only systems present in more than 1%
and in less than 99% of the total number of genomes in the clade are represented. The
top panel depict associations in Proteobacteria and the bottom one in Firmicutes.
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However, some clusters were more surprising, like the ones grouping together type
[-B, II-C and III-D in Proteobacteria. Those subtypes belong to different types of
CRISPR-Cas systems and differ a lot in Cas proteins content, leaving no specific
reasons for such common patterns. Also surprising, some systems very similar at
the molecular level show very different patterns like type II-A and type II-C in
Firmicutes (Figure 3.B). The hierarchical clustering thus underlines the diversity
and subtype specificity of CRISPR-Cas systems and the correlations between DNA
repair systems.

The specific interactions will have to be studied in details in the future. As
setting up experimental models to validate these interactions would take a lot of
time, understanding the underlying molecular details will have to be a community
work. However, this analysis provides a roadmap for which interactions to focus
on.

Interactions between CRISPR-Cas systems and DNA repair pathways
shape CRISPR-Cas systems distribution in bacterial genomes

Given the number of significant associations between CRISPR-Cas and DNA
repair systems, we propose a scenario for the impact of these associations on
the distribution of CRISPR-Cas systems (Figure 4). CRISPR-Cas systems are
subject to frequent horizontal gene transfer. When they are introduced in a novel
bacterium, their effect on fitness will depend on a number of factors, such as
the impact of phage predation on the population, the expression of cas genes, or
the presence of other defense systems. And it will also depend on the genetic
background, especially in what concerns functions that are associated with DNA
repair. Diverse bacteria encode different DNA repair pathway and these may have
diverse degrees of compatibility to specific CRISPR-Cas systems. On one extreme,
the CRISPR-Cas system may depend on the existence of a DNA repair pathway to
be fully functional. This seems to be the case of the type I-E and RecBCD [149].
On the other extreme, there may be strong incompatibility between the system and
a DNA repair pathway. This seems to be the case for type II-A and NHEJ, because
the former affects the function of the latter [27]. Upon a transfer of a new CRISPR-~
Cas system, the interactions with the extant DNA repair pathways will significantly
contribute to the overall change in fitness resulting from the acquisition of the
system, thus driving its loss or fixation in the lineage. A consequence of this
process, is that bacteria with different DNA repair pathways will end up encoding
different CRISPR-Cas systems. Hence, our results may contribute to explain the
scattered distribution of these immune systems in bacteria.

Beyond informing what shapes the distribution of CRISPR-Cas systems in bac-
terial genomes, the study of DNA repair pathways interactions with CRISPR-Cas
systems could lead to new findings on CRISPR biology. Given the essential role of
RecBCD in adaptation for type I-E systems and more generally on how DSB con-
stitute a preferred source for prespacer production, the reported associations pave
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the way for experimental studies to better understand adaptation mechanisms in
different subtypes of CRISPR-Cas systems. Moreover, the interactions between
CRISPR-Cas systems and DNA repair pathways are at the heart of CRISPR based
technologies both for genome editing and sequence specific antimicrobials [57].
While for genome editing, efficient repair is sought, CRISPR based antimicrobials
rely on the impossibility for bacteria to repair efficiently their genome. A better
understanding of the natural interactions in bacteria could therefore help improve
such microbial technologies by allowing for example a fine tuning in the choice of
subtype to use given a specific genetic context.

subtype X subtype Y compatible systems

_m_ b — incompatible systems

mobile CRISPR-Cas systems

(=) =—) =]

bacteria with different DNA repair pathways

l l l HORIZONTAL TRANSFER

=== ==)

() | )
N
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SCATTERED DISTRIBUTION OF CRISPR-CAS SYSTEMS

Figure 4.4: Consequences of the interactions between DN A repair pathways
and CRISPR-Cas systems on CRISPR-Cas system distribution in bacterial
genomes.

Different subtypes of CRISPR-Cas systems have different compatibilities with specific
DNA repair pathways. When a CRISPR-Cas system is integrated in a bacterial genome,
it will be fixed or lost based on this compatibility.
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4.3 Material and methods

Data

We analyzed 5563 complete genomes retrieved from NCBI RefSeq (ftp://ftp.
ncbi.nih.gov/genomes/), last accessed in November 2016) representing 2437
species of Bacteria.

Detection of CRISPR-Cas systems

CRISPR-Cas systems were detected with MacSyFinder (version 1.0.2, [1]) as in
[27] using Cas profiles and system XML-models (Cas Finder available on the galaxy
portal of Institut Pasteur) accounting for the recently described Type III, IV, V
and VI CRISPR-Cas systems [161]. All results are reported in Supplementary
Table 1.

Construction of protein profiles

We build protein profiles for several proteins that either lacked profiles in the pub-
lic database or had profiles which were not specific enough. The procedure was
the same for each protein. First, we collected a set of protein sequences. The
homologous proteins were then aligned using MAAFT (default parameters, mode
auto). Multiple alignments were then manually curated using Seaview v 4.6.2. Fi-
nally, the multiple alignments were used to produce protein profiles with hmmbuild
from the HMMer suite version 3.1. For AddA and AddB, we first obtained a list of
representative proteins from different clades as described in [56](list in Supplemen-
tary Table 3). As known functional homologs in Epsilonproteobacteria were not
detected by this customed profiles, two specific profiles to detect AddA and AddB
in Epsilonproteobacteria were built using sequences from [6]. For AdnA, AdnB,
SbcB, SbceE, curated proteins from Uniprot were used as a starter for a Blast
(Blast-p NCBI, may 2016) against the non redundant protein sequences database
of NCBI . All hits belonging to different clades among the 250 best hits with more
than 40% identity were selected and aligned as described above.

Detection of DNA repair pathways

We used MacSyFinder to detect DNA repair pathways and DNA repair proteins
[1].We retrieved protein profiles from TIGRFAM or built custom profiles when no
profiles existed (AdnA, AdnB, SbhcB, SbcE) or when detection using TIGRFAM
profiles missed known homologs (AddA, AddB). We built MacSyFinder models for
these systems (Supplementary Text 1). We compared these results to a previous
analysis using other methods in smaller sets of genomes [227, 56].
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Phylogenetic analyses

We built persistent genomes that is to say all families of orthologous genes that
were present in more than 90% of the genomes, for 1189 Firmicutes and 2897
Proteobacteria genomes larger than 1 Mb available in the GenBank RefSeq dataset
indicated above. A list of orthologs was identified as reciprocal best hits using end-
gap free global alignment, between the proteome of a pivot and each of the other
strain’s proteomes. FKEscherichia coli K12 MG1655 and Bacillus subtilis str.168
were used as pivot for each clade. Hits with less than 37% similarity in amino
acid sequence and more than 20% difference in protein length were discarded. The
persistent genome of each clade was defined as the intersection of pairwise lists
of orthologs that were present in at least 90% of the genomes representing 411
families for Firmicutes and 341 for Proteobacteria. We made phylogenetic trees
for each clade from the concatenate of the multiple alignments of the persistent
genes obtained with MAFFT v.7.205 (with default options) and BMGE v1.12
(with default options). Missing genes have been replaced by stretches of "-" in each
multiple alignment. Adding - has little impact phylogeny reconstruction as long
as these are not very numerous [80]. Each clade tree was computed with FastTree
version 2.1 under LG model [218]. In both cases, LG model minimized the AIC
compared to the WAG model. We made 100 bootstraps to assess the robustness of
the phylogenetic reconstruction using phylip’s SEQBOOT to generate resampled
alignments and the n intreel options of FastTree.

We applied BayesTraits v.3.0 [201] to test the correlations among pairs of cat-
egorical traits. In our case, these traits were all binary (presence or absence of
peculiar CRISPR~Cas and DNA repair syste). We estimated the likelihood of the
presence or absence of the two traits using two models: one where it is hypothe-
sized that the discrete traits evolved independently and one where the characters
would have evolved in a correlated manner. We performed likelihood-ratio tests on
the 100 trees provided by the bootstraps to account for phylogenetic uncertainty.
We considered that an association was valid if the median of those 100 likelihood
ratio tests was inferior to 0.01 and if the p-value of the Fisher Exact test was
inferior to 0.05.

Clustering

Each association was assigned 0,-1 or 1 representing not significant, negative and
positive. The matrix of these associations was clustered using hierarchical clus-
tering (clustermap function from the seaborn package in Python 2.7 with default
parameters). The function uses the Nearest Neighbor Algorithm method to form
clusters.

Supplementary materials are available at :
https://gitlab.pasteur.fr/abernhei/Supplementary Materials. PhD_aude.git
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Box 3: Major points of Chapter 4

e Detection of positive and negative associations between
CRISPR-Cas systems and DNA repair pathways by analyzing
co-occurence patterns in bacterial genomes.

(| e Identification of the few previously studied interactions.

e Associations vary for different subtypes of CRISPR-Cas systems belong-
ing to the same type.

e We propose a scenario to explain the scattered distribution of
CRISPR-Cas systems. Different subtypes of CRISPR-Cas systems have
different compatibilities with specific DNA repair pathways. When a
CRISPR-Cas system is transfered to a new host, it will be fixed or lost
based on this compatibility.



Eduardo Rocha

Eduardo Rocha
Our method identifies correctly the few interactions previously demonstrated experimentally.


Chapter 5

Inhibition of NHEJ repair by
type I1I-A CRISPR-Cas systems

This chapter presents the study of a specific interaction : NHEJ and type II-
A CRISPR-Cas systems. The manuscript below was accepted for publication in
Nature Communications.
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Inhibition of NHEJ repair by type II-A CRISPR-Cas systems
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Abstract

Type II CRISPR-Cas systems introduce double strand breaks into DNA of invading genetic
material and use DNA fragments to acquire novel spacers during adaptation. Double strand
breaks are the substrate of several bacterial DNA repair pathways, paving the way for
interactions between them and CRISPR-Cas systems. Here, we hypothesized that non-
homologous end joining (NHEJ) interferes with type II CRISPR-Cas systems. We tested this
idea by studying the patterns of co-occurrence of the two systems in bacterial genomes. We
found that NHEJ and type II-A CRISPR-Cas systems only co-occur once among 5563 fully
sequenced prokaryotic genomes. We investigated experimentally the possible molecular
interactions causing this negative association using the NHEJ pathway from Bacillus subtilis and
the type II-A CRISPR-Cas systems from Streptococcus thermophilus and Streptococcus
pyogenes. Our results suggest that the NHEJ system has no effect on type II-A CRISPR-Cas
interference and adaptation. On the other hand, we provide evidence for the inhibition of NHEJ
repair by the Csn2 protein from type II-A CRISPR-Cas system. Our findings give insights on the
complex interactions between CRISPR-Cas systems and repair mechanisms in bacteria and
contribute to explain the scattered distribution of CRISPR-Cas systems in bacterial genomes.
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CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats) arrays and their
associated (Cas) proteins confer Bacteria and Archaea adaptive immunity against phages and
other exogenous mobile genetic elements . Yet, although most bacteria are infected by phages
and other mobile genetic elements, CRISPR-Cas systems are absent from the majority of
bacterial genomes™. The selective pressures and mechanisms that lead to the success of
CRISPR-Cas systems in some clades and not others remain poorly understood.

CRISPR-Cas systems are classified into six types and twenty-seven subtypes, according to the
Cas proteins they carry *~. The recent development of CRISPR-Cas9-based genetic engineering
technologies has made type II CRISPR-Cas systems the focus of many investigations. Type Il
systems include the CRISPR repeat-spacer array, three core genes (cas/, cas2 and cas9), and a
small trans-activating CRISPR RNA (tracrRNA) complementary to the CRISPR repeat sequence
67 A fourth gene is involved in spacer acquisition, csn2 in the type II-A ** ', and cas4 in type
II-B systems °. A third subtype, type 1I-C, only requires casl, cas2 and cas9 *°. All the Cas
proteins of type II systems are necessary for spacer acquisition ', but only Cas9 is necessary
for interference '*'*. The Cas9 protein is guided by small CRISPR RNA (crRNA) to introduce
double strand breaks (DSB) into target DNA'*'. A short conserved sequence (2-5bp) adjacent to
the protospacer known as the PAM (protospacer Adjacent Motif) is essential to distinguish
foreign from self DNA and can be different for CRISPR-Cas systems of the same type '®'".

In bacteria, DSB can be repaired either by Homologous Recombination (HR) or by Non-
Homologous End Joining (NHEJ). These mechanisms could thus affect the efficiency of
CRISPR-Cas interference by repairing the breaks. Type II CRISPR-Cas systems introduce DSB
at the same position in all copies of the target DNA molecule '*, and the concomitant lack of an
intact DNA template should preclude the repair of these DSB by HR. However, NHEJ repairs
DSB without requiring template DNA'"® and could mend DSB generated by Cas9. In Eukaryotic
cells, breaks introduced by Cas9 can efficiently be repaired by NHEJ, a strategy now widely
used to introduce indel mutations *°. In bacteria, the NHEJ system requires two core proteins: Ku
and a ligase »'. Ligation is usually carried out by the LigD protein, but other ligases can be
recruited by Ku when LigD is absent '°. The system is complemented by additional proteins in
certain cases *>. Ku binds at the DSB and recruits the ligase to seal the break ***. NHEJ offers a
mean to repair DSB when only a single copy of the genome is available, such as after sporulation
or during stationary phase **°. NHEJ repair can be mutagenic >, leading to up to 50% error
rates in certain bacteria **.

DNA repair pathways could also affect the acquisition of novel spacers by CRISPR-Cas systems
because they modulate the availability of DSB and/or compete with the Cas machinery for the
DNA substrate. Conversely, the action of Cas proteins at DSB could hinder DNA repair
pathways. It was shown that novel spacers of type I CRISPR-Cas systems can be acquired after
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DSB from RecBCD degradation products **. Importantly DNA repair pathways and CRISPR-
Cas systems are composed of proteins with structural similarities and interacting with the same
substrates °. For example, Cas4, a protein present in type I and type II-B systems shares
structural and functional similarities with AddB®*° , a component of the AddAB repair pathway
and a functional homolog of RecBCD™. In type II-A CRISPR-Cas systems, Csn2 binds and
slides along free DNA ends in the same manner as the Ku protein of the NHEJ system ! Csn2
has been shown to be mandatory to acquire new spacers >''"'>. If Cas proteins and proteins
involved in DNA repair mechanisms recognize the same substrate, a competition might arise
leading to antagonistic interactions between the two processes.

The interaction between the NHEJ system and Cas9 is at the heart of the CRISPR-Cas based
genetic engineering technologies, and we now search to understand it in bacteria. We
hypothesized that the NHEJ system could interfere with the activities of type II CRISPR-Cas
systems by repairing DSB generated by Cas9 during interference or by competing with Cas
proteins for the same substrate during adaptation. Alternatively, type II CRISPR-Cas systems
could interfere with NHEJ during repair. We tested these hypotheses by assessing the patterns of
co-occurrence of the two systems in bacterial genomes. This revealed one single case of co-
occurrence of both systems among 5563 bacterial genomes, suggesting strong negative
interaction. We then studied experimentally the causes of this negative interaction, by
introducing the NHEJ system from B. subtilis and/or the CRISPR-Cas system from S. pyogenes
in B. subtilis, S. thermophilus and S. aureus.
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Results

Negative association between NHEJ system and type II-A CRISPR-Cas systems

We detected CRISPR-Cas and NHEJ systems in 5563 fully sequenced bacterial genomes
(Supplementary Table 1). The NHEJ pathway was present in 24.7% and the type II CRISPR-Cas
system in 6.9% of the genomes, and these systems were very unevenly distributed among
bacterial phyla (Supplementary Figure 1 and Supplementary Table 2). Firmicutes and
Proteobacteria were the only phyla with genomes encoding enough type II CRISPR-Cas systems
(resp. 209 and 101) and NHEJ (resp. 364 and 637), to perform robust statistical analyses
(Supplementary Figure 1). A possible confounding factor when studying the distribution of
bacterial defense and DNA repair pathways is that their abundance co-vary with genome size
3132 Accordingly, NHEJ systems were more frequent in larger genomes (P<10™, y” test on a
logistic fit). In contrast, type II CRISPR-Cas systems were only present in genomes smaller than
5Mb (Supplementary Figure 2). Hence, we focused our analysis on Firmicutes and
Proteobacteria with genomes smaller than SMb. They represent 56.5% of the total number of
genomes. In this sample, the size of the genomes with the NHEJ system was independent of the
presence of a type II CRISPR-Cas system (P=0.99, Wilcoxon test).

We analyzed the patterns of co-occurrence of NHEJ and CRISPR-Cas systems to test if they
were independently distributed. We observed that NHEJ and type II systems were negatively
associated in Firmicutes (P<10'4, Fisher Exact Test), but not in Proteobacteria (P=0.70, Fisher
Exact Test) (Figure 1.b and Supplementary Figure 3). Note however that different subtypes of
type II CRISPR-Cas systems are distributed differently in these two phyla. Proteobacteria
encoded many type II-C and no type II-A systems, whereas Firmicutes encoded mostly type 1I-A
systems (Figure 1.a). Type II-B systems were only detected in 9 genomes and will not be
analyzed any further. To test if different subtypes could have different interactions with NHEJ
systems, we looked at them separately. When studying co-occurrences of genes, it is important to
consider that genomes are linked by a common evolutionary history, which decreases the degrees
of the freedom of the statistical analyses. To check whether systems are negatively associated
while taking phylogeny into account, we built a tree of Firmicutes and tested if the binary traits
(presence of both systems) evolved independently using BayesTraits™. A strong negative
association between NHEJ and type II-A CRISPR-Cas systems was observed (Bayes Factor
BF=9.7, Figure 1.c), while no associations between NHEJ and type II-C CRISPR-Cas systems
was detected. Only one genome among the 5563 encodes both NHEJ and type II-A: the
actinobacteria Eggerthella sp. YY7918. In this genome, both NHEJ and type II-A systems seem
intact, since the cas operon contains all four genes, lacking frameshifts or premature stop codons,
and the adjacent CRISPR array encodes 44 spacers. We were also unable to detect anti-CRISPR
proteins similar to the ones described in the literature™*>°.
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Figure 1: Negative association between NHEJ and type II-A CRISPR-Cas systems.

a, Distribution of the subtypes II-A and II-C in Proteobacteria and Firmicutes genomes. b, Associations
between NHEJ and subtypes II-A and II-C CRISPR-Cas systems. Expected values correspond to the
number of co-occurrences that would be obtained if the systems were randomly distributed. ¢, Presence
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Taken together, these results show a strong negative association between NHEJ and type II-A
CRISPR-Cas systems that is independent of the phylogenetic structure of the data. This negative
association suggests the existence of a negative interaction between these systems in the bacterial
cell. We devised three hypotheses to explain this negative association: 1) NHEJ impairs type I1-
A CRISPR-Cas interference, 2) NHEJ impairs type II-A CRISPR-Cas adaptation, i.e., the ability
of the system to acquire new spacers 3) type II-A CRISPR-Cas impairs NHEJ.

NHEJ system does not impact type II-A CRISPR-Cas interference

We first tested if the B. subtilis NHEJ system could affect type II-A CRISPR-Cas interference,
using the previously described S. aureus model system''. The ku and ligD genes were cloned
under the control of a Ptet promoter (plasmid pAB1) into S. aureus RN4220 cells. This system
was able to circularize linearized plasmids after electroporation, showing it is functional
(Supplementary Text 1, Supplementary Figure 4). The type II-A CRISPR-Cas system from S.
pyogenes was introduced on plasmid pDB114 and programmed with a single spacer targeting
phage phiNM4 (pMDO021). S. aureus cells carrying both systems were then challenged in phage
infection assays. A NHEJ system might facilitate phage escape from CRISPR-Cas by promoting
the introduction of mutations at the target site through unfaithful repair, or by efficiently and
faithful repairing DSB generated by Cas9, making CRISPR immunity inefficient.

First, the unfaithful repair of Cas9 breaks could lead to the formation of indels that would block
further cleavages. The generation of such mutant phages should lead to a higher efficiency of
plaquing (E.O.P) of phiNM4 when the NHEJ system is expressed. The CRISPR-Cas system
provided a five order of magnitude reduction in the E.O.P. of phage phiNM4 when compared
with a spacer-less control, and no significant increase in the number of plaques was observed
upon NHEJ induction (Figure 2.a). To confirm that the small number of plaques obtained could
not result from the unfaithful repair of Cas9 breaks through NHEJ, we sequenced the target
position of 8 mutant phages. All mutants had a point mutation in the PAM and none presented an
indel.

Second, the faithful repair of Cas9 breaks could lead to a cycle of repair and cleavage that would
allow the production of functional phage particles. In this case it might not be possible to observe
plaque formation as the competition between NHEJ and CRISPR interference might lower burst
sizes. To test this hypothesis, we measured the efficiency of center of infection (E.C.O.1), i.e., the
number of cells that produce at least one functional phage particle after infection compared to the
control strain (sensitive to the phage). One would expect higher E.C.O.I of phiNM4 when cells
express the NHEJ system. The observed E.C.O.I was ~107 regardless whether the NHEJ system
was induced or not (Figure 2.b).
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We further tested whether NHEJ could reduce CRISPR-Cas9 immunity against plasmids. To this
end, we cloned the PhiNM4 target sequence used above on plasmid pAB2 and transformed this
plasmid in strains carrying the NHEJ system or not. While a control target-less plasmid could be
efficiently introduced in the cells, no clones were recovered after transformation of pAB2
regardless of the presence of the NHEJ machinery. This shows that the CRISPR-Cas system
efficiently blocks plasmid transformation and that the NHEJ system did not measurably reduce
the efficiency of CRISPR immunity, nor introduced mutations in the target plasmid at a

detectable rate (Figure 2.c).
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Figure 2: NHEJ system has no effect on type I1I-A CRISPR-Cas interference

a, Resistance to phage phiNM4 provided by the S. pyogenes CRISPR-Cas9 system in S. aureus in the
presence (pAB1) or absence (pE194) of the NHEJ system from B. subtilis (n=3, mean, NS double sided t-
test P=0.9999). b, Efficiency of Center Of Infection (E.C.O.]), i.e., the proportion of cells that produce at
least one functional phage particle, in the presence (pAB1) of absence (pE194) of the NHEJ system (n=4,
mean, NS double sided t-test P=0.9998). ¢, Transformation efficiency of plasmid pT181 either empty or
carrying a target sequence (pAB2) in S. aureus RN4220 cells expressing the CRISPR-Cas system from
plasmid pMDO021 in the presence (pAB1) of absence (pE194) of the NHEJ system from B. subtilis (n=3,
mean). d, E.O.P. of phage Phi2972 on a bacteriophage insensitive mutant of S. thermophilus DGCC7710
carrying a spacer against Phi2972. Cells express either the B. subtilis NHEJ system from plasmid pAB66
or a control GFP from plasmid pAB69. (n=3, mean).
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To confirm these results in a bacterium that naturally carries a type II-A CRISPR-Cas system, we
measured interference against phage Phi2972 in S. thermophilus, in the presence or absence of
the NHEJ system from B. subtilis. Genes ku and /igD were cloned under the control of a
constitutive promoter on plasmid pNZ123 and introduced in a derivative of strain DGCC7710
whose CRISPRI1 locus carries a spacer targeting phage Phi2972. The resistance provided by the
CRISPR-Cas system was as strong in the presence of the NHEJ system as in the presence of a
control GFP carried by the same plasmid (Figure 2.d). All in all, our results do not support the
hypothesis that NHEJ affects type II-A CRISPR-Cas interference.

B. subtilis NHEJ machinery does not prevent spacer acquisition in S. aureus and in S.
thermophilus

Ku and Csn2 bind the same type of substrate - linear double stranded DNA **’- and might thus
interfere antagonistically. To test if the NHEJ system affects spacer acquisition, we measured the
cells’ ability to acquire new spacers in presence of the NHEJ machinery. S. aureus cells carrying
the NHEJ system (pAB1) and the type II-A CRISPR-Cas system (pRH87) were infected by
phage PhiNM4 either with or without induction of the NHEJ system''. In this experiment, cells
can escape phage infection either by capturing a novel spacer or by using other mechanisms of
defense. Survivors were screened by PCR to check for acquisition of novel spacers and measure
adaptation rate (Figure 3.a). No effect of the NHEJ system on the adaptation rate was observed.
As a control the expression of Ku alone, ligD alone or GFP were also observed to have no effect
(ANOVA, P=0,16) (Figure 3.b).

To corroborate these results, a similar experiment was performed in S. thermophilus. Cells
carrying the B. subtilis NHEJ system or a control GFP on a plasmid were infected with phage
Phi2972. We observed no difference the rate of novel spacer acquisition between cells
expressing the NHEJ machinery or the GFP (Wilcoxon test, P=0.26) (Figure 3.c). Altogether
these results indicate that NHEJ has no effect on the acquisition of novel spacers by a type I1I-A
CRISPR-Cas system.
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Figure 3 : NHEJ system does not impact adaptation of type II-A CRISPR-Cas system.

a, S. aureus strain RN4220 carrying the type II-A CRISPR-Cas system on plasmid pRH87 was
challenged with phage phiNM4. Spacer acquisition was assessed by PCR on isolated colonies that
survived the infection (oligonucleotides are depicted as black arrows). b Adaptation rate measured in the
presence of NHEJ, ku, ligD or GFP carried by plasmids pAB23, pAB24, pAB25 and pABG62 respectively
(n=5, ANOVA, NS P=0.5674). ¢, Adaptation rate of S. thermophilus DGCC7710 against phage Phi2972
when expressing the B. subtilis NHEJ system from plasmid pAB66 or a control GFP from plasmid
pAB69 (n=3, two sided t test, NS P=0.91).
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Csn2 inhibits NHEJ repair

As Csn2 binds to the same substrate as Ku, it could interfere with NHEJ repair®”>®. To test this
hypothesis, we reproduced the experiment that led to the discovery of the NHEJ system in B.
subtilis **. When B. subtilis cells in stationary phase are irradiated by ionizing radiations (IR), the
DSB generated are repaired by the NHEJ system, as other repair systems cannot function in
those specific conditions. B. subtilis deleted for NHEJ do not survive irradiation as well as the
wild-type. If type IIA CRISPR-Cas systems limit NHEJ repair, cells bearing a type IITA CRISPR-
Cas system are expected to show increased sensitivity to irradiation.

B. subtilis cells expressing the type IIA CRISPR-Cas system from plasmid pRH087 were more
sensitive to irradiation than cells carrying a control empty vector and showed the same level of
sensitivity as the Aku-ligD mutant (P<10™, Wilcoxon, Figure 4.a). If the increased sensitivity
provided by the CRISPR-Cas system is due to an impairment of NHEJ repair, then we expect to
observe no cumulative effects when the NHEJ system is deleted and the CRISPR-Cas system
added. Indeed, cells deleted for the NHEJ system and carrying the type II-A CRISPR-Cas system
have the same survival as the ones deleted for the NHEJ system, pointing towards a interaction
between the two systems. Another prediction that results from this hypothesis is that the
CRISPR-Cas system should have no effect on the sensitivity to irradiation in species that lack a
NHEJ system. To test this, we performed irradiation experiments on S. aureus cells carrying
plasmid pRH87 or the control pC194. The presence or absence of the CRISPR-Cas system did
not have an effect on survival in S. aureus (P=0.5, Wilcoxon, Supplementary Figure 5). Taken
together, these results support the hypothesis that the type II-A CRISPR-Cas system impairs the
NHEJ system.

To understand if a specific protein was responsible for this phenotype, we deleted or mutated
individual cas genes from plasmid pRH87 and performed the same assay. While the effect size is
small, the only mutant that significantly rescued B. subtilis cells upon irradiation was the delta
csn2 mutant (P=0.02, Student two sided t-test after validation of normality and homoscedasticity,
Figure 4.b). When expressed alone, Csn2 was able to decrease survival of irradiated cells to the
same level as the whole CRISPR-Cas system, while no effect could be observed with an empty
vector or Cas9 alone (P<10™, Wilcoxon, Figure 4.c). In this set of experiments a possible
concern is that Csn2 might be overexpressed which could lead to artifacts with no biological
relevance. To prevent this issue, we expressed the whole S. pyogenes type II-A system or Csn2
alone from the natural promoter of the cas operon (plasmid pRH87 and pAB56 respectively).
The expression of Csn2 in B. subtilis as measured by qPCR was 3.6-fold lower than the basal
expression level of Csn2 in S. pyogenes SF370 (Supplementary Text 2 and Supplementary
Figure 6). This low level of expression might reflect what would happen after a natural
horizontal gene transfer event.

11
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Figure 4: Type II-A CRISPR-Cas system impact NHEJ repair in B. subtilis

Survival rates of irradiated B. subtilis cells (a,b,c). Individual replicates (points) and average (horizontal
bars) are shown. Error bars correspond to the standard error of the mean (s.e.m.). a, cells carrying the type
ITA CRISPR-Cas system (pRH87) or the control empty vector (pC194), and deleted for ku and /igD or not
(P=0.0009, Wilcoxon). b, B. subtilis carrying the CRISPR-Cas system with the dCas9 mutations
(pRH121) or deleted for csn2 (pRH63), cas! (pRH61), or cas? (pRH62)(P=0.02, Student two sided t-
test). ¢, B. subtilis carrying the empty pC194 plasmid (@), expressing csn2 from plasmid pAB56 or cas9
from plasmid pDB114 (P=0.0048, Wilcoxon). d, A linearized plasmid providing resistance to
chloramphenicol (pC194) was electroporated into S. aureus RN4220 cells carrying the NHEJ system
either alone (plasmid pAB1, @) or with csn2 cloned downstream of ligD (plasmid pAB81, csn2) or under
the control of its natural promoter (plasmid pAB82, csn2 n.p.). The number of CFUs obtained with or
without induction of the NHEJ system using aTc are reported. The number of CFU obtained without
induction (grey bars) indicate the background of already circular DNA present in the sample before
electroporation (P=0.0060, two sided t-test).
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To obtain more direct evidence that Csn2 blocks NHEJ repair, we investigated its ability to
inhibit the recircularization of linear plasmid DNA upon electroporation into S. aureus. The csn2
gene was added to plasmid pAB1 which encodes Ku and LigD, either under the control of a Ptet
promoter (pAB82), or under the control of the cas operon promoter (pAB81). We then
electroporated a linearized plasmid providing resistance to chloramphenicol (pC194) into cells
expressing the NHEJ system or both NHEJ and Csn2 (protocol presented in Supplementary
Figure 4.a). The B. subtilis Ku and LigD were able to circularize the plasmid DNA in S. aureus,
but we obtained on average 5-fold fewer colonies when Csn2 was co-expressed with Ku and
LigD compared to the NHEJ system alone (Figure 4.d). In this assay the NHEJ system is
strongly overexpressed compared to the natural expression of Ku and LigD in B. subtilis during
stationary phase. Note that such overexpression was necessary to observe plasmid
recircularization events in S. aureus. On the other hand, Csn2 was only slightly overexpressed
compared to its expression level in S. pyogenes SF370. Altogether, these results show that Csn2
hinders NHEJ repair.
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Discussion

We found that with the exception of a single case, NHEJ and type II-A CRISPR-Cas systems do
not co-occur in fully sequenced bacterial genomes available to date. A possible incompatibility
between NHEJ and type II-A CRISPR-Cas systems was investigated in a variety of experimental
systems encompassing S. aureus, B. subtillis and S. thermophilus. Our results indicate that NHEJ
does not affect CRISPR immunity against phages and plasmids, nor the capture of novel spacers.
Previous studies showed that NHEJ repair pathways are able to repair Cas9-mediated DNA
breaks in various bacterial specie518’40. The efficiency of repair in these experimental setups was
very low. Consistently, our results show that NHEJ repair cannot lead to a meaningful reduction
in phage infectivity or plasmid transfer. Our results rather show that the Csn2 protein from type
II-A CRISPR-Cas systems is able to inhibit NHEJ repair (Figure 5).

The strong avoidance of co-occurrences between NHEJ and type II-A systems was not observed
with type II-C systems. This is consistent with the fact that type II-C systems lack Csn2. Csn2 is
a multimeric toroidal protein that can bind double stranded DNA ends and slide inward through
rotation-coupled translocation *. These DNA binding properties were noted in previous reports to
be very similar to that of the Ku protein ®. When present in the same cell, these two proteins will
likely compete for the same substrate. We suggest that the binding of Csn2 at DNA-ends could
block access to Ku or inhibit its function preventing efficient repair by the NHEJ machinery.

CRISPR-Cas systems are present in 47% of fully sequenced bacterial genomes’ and this
frequency might be much smaller in uncultivated bacteria *'. This is in striking contrast with
other defense systems, such as R-M systems, present on average at two copies per genome’'.
CRISPR-Cas systems are known to be transferred horizontally at a high rate*, suggesting that
they should spread in the bacterial world very rapidly if they were always advantageous. This
brings to the fore the intriguing question of what is preventing further CRISPR rise in bacteria.
Hypotheses that have been put forward include the cost of autoimmunity, the cost of limiting
horizontal gene transfer, and the cost of inducible defenses ™. Our results suggest another
(non-mutually exclusive) reason: negative epistasis between the genetic background of a
bacterium and a CRISPR-Cas system acquired by horizontal transfer can lead to a decreased
fitness. In the present case, the type II-A CRISPR-Cas system affects the efficiency of NHEJ
repair, thereby decreasing the fitness gain associated with the acquisition of the system. Note that
type II-A systems are constitutively expressed in the bacteria where they have been studied (S.
pyogenes’, S. thermophilus®’), and would thus likely also be expressed in the recipient upon
horizontal gene transfer. We therefore propose that NHE] is a barrier to the establishment of this
type of CRISPR-Cas systems in bacteria.
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We have observed an intriguing tendency of type Il CRISPR-Cas systems to be absent from the
largest genomes. DNA repair mechanisms are more frequent in larger genomes, presumably as a
result of the presence of more abundant accessory functions®, and to maintain constant genomic
mutation rates®’. If these larger genomes endure stronger selection for the presence of NHEJ,
then incoming type II-A CRISPR-Cas systems will not be maintained in the genome. In
agreement with the hypothesis of a trade-off between the two functions, nearly all of the largest
genomes of Firmicutes encode NHEJ systems.

type lI-A CRISPR-Cas

— DD -

/ = /
INTERFERENCE ADAPTATION
No interaction No interaction
/—H—/
T DNA REPAIR
ars
NHEJ

Figure 5: Graphical summary of the results. Three possible modes of negative interactions between
type 1I-A CRISPR-Cas systems and NHEJ systems were tested: NHEJ could block CRISPR interference,
NHEJ could block CRIPSR adaptation or CRISPR could block NHEJ repair. The last hypothesis was
shown to be correct and Csn2 to be responsible for the inhibition of NHEJ repair.
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Sorek and colleagues previously reported a positive effect of recBCD function on type I-E
CRISPR spacer acquisition®®. Since CRISPR-Cas systems acts by cutting DNA, interactions
between these systems and DNA repair pathways might be numerous. These interactions are not
only relevant to the evolution of bacterial genomes, but are also at the core of CRISPR genome
editing technologies which rely on the repair of DNA breaks generated by Cas nucleases. In
particular, the ability of Csn2 to block NHEJ repair could prove especially useful in genome
editing experiments performed in Eukaryotes where NHEJ repair of Cas9-mediated breaks can
compete with homology-directed repair and limit the efficiency with which precise modification
are introduced.
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Materials and Methods

Detection of repair systems and CRISPR-Cas systems

NHEJ and type II CRISPR-Cas systems were detected using MacSyFinder (default parameters)4.
The published models were used for the detection of type II CRISPR-Cas systems®. To detect
NHEJ, we retrieved protein profiles from TIGRFAM: Ku (PF02735), ligD (TIGR02777,
TIGR02778, TIGR02779). We built a MacSyFinder model where the presence of Ku was
defined as mandatory and that of LigD as accessory (Supplementary Text 2). Other ligases can
indeed be recruited by Ku'’. With this method, 74% of the systems detected encoded both Ku
and LigD; 26% encoded only Ku. We compared these results to a previous analysis using other
methods™. Only one out of 113 genomes was discordant (we identified a NHEJ system in
Sinorhizobium meliloti were none had been found previously)*’.

Genome dataset

We analyzed 5563 complete genomes  retrieved  from  NCBI  RefSeq
(fip://ftp.ncbi.nih.gov/genomes/, last accessed in November 2016) representing 2437 species of
Bacteria.

Phylogenetic analyses

We built persistent genomes for 245 Firmicutes genomes smaller than 5 Mb available in
GenBank RefSeq (Dataset). The persistent genome of each clade was defined as the intersection
of pairwise lists of orthologs that were present in at least 90% of the genomes. A list of orthologs
was identified as reciprocal best hits using end-gap free global alignment, between the proteome
of a pivot and each of the other strain's proteomes. Bacillus subtilis str.168 was used as pivot for
each clade. Hits with less than 37% similarity in amino acid sequence and more than 20%
difference in protein length were discarded. We made a persistent genome tree by concatenation
of the multiple alignments of the persistent genes obtained with MAFFT v.7.205 (with default
options, PMID: 23329690) and BMGE (with default options, PMID: 20626897). Missing genes
were replaced by stretches of "-" in each multiple alignment. The tree was computed with 1Q-
TREE multicore v.1.5.4 under the LG+R10 model®. This model gave the lowest Bayesian
Information Criterion (BIC) among all models available (option -m TEST in 1Q-TREE). We
made 1000 ultra-fast bootstraps to evaluate node support (options —bb 1000 —wbtl in IQ-TREE).
We applied BayesTraits v.2.0> to test the correlations among pairs of traits that adopt a finite
number of discrete states. We ran two models (Independent and Dependent) in MCMC mode
(priorAll exp 10) and computed the Bayes Factor BF which can be interpreted as follow : <2
weak evidence, >2 positive evidence, 5-10 strong evidence, >10 very strong evidence’" .

Bacterial strains and growth conditions.
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S. aureus strain RN4220 was grown in TSB (Tryptic Soy Broth) or TSA (Tryptic Soy Agar) at
37 °C. Whenever applicable, media were supplemented with chloramphenicol (10ug/ml),
erythromycin (10ug/ml), tetracycline (100ng/mL), or spectinomycine (120ug/ml) to ensure the
maintenance of pC194-derived, pE194-derived, pT181 and pLZ-derived plasmid respectively.
Expression from ptet promoters was induced by addition of anhydrotetracycline (aTc) at
0.5ug/mL.

S. thermophilus strain DGCC7710 was grown in LM17 at 37 °C. Whenever applicable, media
were supplemented with chloramphenicol (5ug/ml) to ensure the maintenance of pNZ123-
derived plasmids.

B. subtilis strain 168 was grown in LB or LB agar at 37 °C. Whenever applicable, media were
supplemented with chloramphenicol (5ug/ml) or erythromycin (lug/ml) to ensure the
maintenance of pC194-derived plasmids and the integration of pMUTIN4-derived plasmids.

Plasmids and strains construction

The cloning strategies employed for each plasmid are summarized in Supplementary Table 3 and
the primers used are listed in Supplementary Table 4. PCR fragments were assembled using
Gibson assembly”” unless mentioned otherwise. Plasmids pAB2, pAB17, pAB18, pAB56 were
obtained by PCR followed by blunt end ligation. Plasmid pMD021 was assembled by Golden
Gate™.

CRISPR-Cas interference efficiency assay using phages

We used two types of assays to assess the impact of Ku and LigD on CRISPR-Cas immunity.
Phage titre assay. Top agar lawns supplemented with SmM CaCl2 and inoculated with strains
bearing the NHEJ system or not were poured on selective plates (with aTc for induction in S.
aureus). We spotted serial dilutions of PhiNM4 or Phi2972 on the lawns of S. aureus and S.
thermophilus respectively. S. aureus strain RN4220 carried the S. pyogenes CRISPR-Cas system
on plasmid pDB114 or a derivative with spacer 5’ -AAAATGTTTTAACACCTATTAACGTAGTAT-3'
(pMDO021). S. thermophilus strain DGCC7710 and a bacteriophage insensitive mutant of strain
DGCC7710 carrying spacer 5’ -TGTTAAAAGAAGCACTAGAGGTGATTTACG-3’ in the first position of
the CRISPR-1 locus were used. E.O.P was determined after overnight incubation at 37°C.
Productive infection assays. Cells were diluted 1:100 from overnight cultures in TSB
supplemented with SmM CaCl2 and the appropriate antibiotics., and incubated at 37°C. The
NHEJ system was induced using aTc at OD600 0.2. After 30 minutes of incubation allowing the
expression of the NHEJ system, we added phage PhiNM4 at a M.O.I (Multiplicity of Infection)
of 1. Adsorption was allowed for 5 minutes at 37°C with shaking. Cells were then put on ice and
washed twice with ice cold TSB. We then diluted and spotted them on top agar lawns of RN4220
supplemented with CaCl2. E.C.O.I was determined after overnight incubation at 37°C.

CRISPR-Cas interference efficiency assay using plasmids
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Cells carrying a type II-A CRISPR-Cas systems (pRH87) and the NHEJ system (pAB1) or the
empty vector as a control (pE194) were made electro-competent as follow: cells were grown
until OD 0.4, induced by adding aTc and further grown to OD 0.8. Cells were then washed twice
with ice-cold water, once with 10% glycerol and resuspended in 1/100 of their volume in 10%
glycerol. 100 ng of plasmid pT181 or pAB2 were electroporated in 50ul of competent cells
(2500V, 25uF, 100Q and 2mm cuvettes). Cells were then incubated in Iml TSB for one hour at
37°C and plated on tetracycline only. Transformation efficiency was assessed after overnight
incubation at 37°C.

Adaptation assays

The spacer acquisition assay was described elsewhere''. We mixed cells from overnight cultures
(induced or non-induced) with phage (M.O.I value of 1) in top agar supplemented with SmM
CaCl2 and poured them on plates containing appropriate antibiotics and supplemented with aTc
when necessary, followed by overnight incubation at 37°C. For S. aureus, single colonies were
resuspended in lysis buffer (250mM KCI, 5SmM MgCl,, 50mM Tris-HCI at pH 9.0, 0.5% Triton
X-100) supplemented with 20ng/mL lysostaphin and incubated at 37°C for 10 min, then 98°C for
10 min. Following centrifugation (11 000g), 1ul of the supernatant was used as template for
DreamTaq PCR amplification with primers AB23 and AB24. We provide a list of 15 acquired
spacers in supplementary table 5. For S. thermophilus, single colonies were resuspended in 10ul
of water, lul of which was used as template for DreamTaqPCR amplification with primers
AB103 and AB104. The PCR reactions were analyzed on 2% agarose gels. Adaptation rates
were computed as the estimated number of clones that acquired a spacer divided by the estimated
number of cells in the initial population.

Irradiation assay

The NHEJ repair assay was described elsewhere®®. 100ul of overnight cultures of B. subtilis were
irradiated at 100 Gy (RS Xstrahl, 42 minutes, 250kV, 12mA, 30cm from focal point). We plated
1:10 000 dilutions on appropriate antibiotics. CFUs were determined after overnight incubation
at 37°C. Survival rates were determined as the ratios of CFUs obtained for irradiated cells over
CFUs obtained for non-irradiated cells.
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Supplementary Materials

Supplementary Text 1: Functionality of NHEJ system from B. subtilis in S. aureus

NHEJ system from B. subtilis is functional in S. aureus

We first tested the functionality of the NHEJ system from B. subtilis in S. aureus. To do so, we
cloned ku and ligD from B. subtilis into the staphylococcal vector pE194 under a tetracycline-
inducible promoter Ptet (plasmid pAB1) and introduced it in RN4220 S. aureus cells. We then
electroporated a linearized plasmid providing resistance to chloramphenicol (plasmid pC194)
either in the presence or absence of anhydrotetracycline (aTc). Only cells that re-circularized the
plasmid can form colonies on chloramphenicol plates (Supplementary Figure 4.a). We obtained 5
times more colonies when the NHEJ system was induced compared to the uninduced control
(Supplementary Figure 4.b). Colonies were checked by sequencing the junction, which showed
repair patterns typical of NHEJ (Supplementary Figure 4.c). We therefore concluded that the
NHEJ system from B. subtilis was functional in S. aureus.

NHEJ Functionality Assay

The plasmid pC194 was linearized by PCR using primers B329 and B330 (Supplementary Table
4). Strains with the plasmids carrying the NHEJ system were grown to OD 0.3 and the NHEJ
system was induced by adding aTc. Cells were grown to OD 0.8 and made electro-competent by
washing them three times in ice-cold water, supplemented with 10% glycerol for the last wash,
and concentrated 100 fold. We transformed 200ug of linearized pC194 in those electro-
competent cells and added aTc to the recovery medium. Cells were plated on selective media and
incubated overnight at 37°C. We resuspended single colonies in lysis buffer with 15ng/mL
lysostaphin and incubated them at 37°C for 10 min, then 98°C for 10 min. Following
centrifugation (11 000g), 1 ul of the supernatant was used as template for DreamTaqPCR
amplification with primer A9, A10 (Supplementary Table 4). PCR products were then purified
and sequenced.

Supplementary Text 2: Expression of NHEJ and Csn2 in strains used in the study

RNA extraction

RNA was extracted from strains B. subtilis 168, B. subtilis 168 + pRH87, B. subtilis 168 +
pABS56, S. pyogenes SF370, S. aureus RN4220 + pABS82, S. aureus RN4220 + pAB1 + pRHS&7.
Overnight cultures were diluted 1:100 in 2ml and incubated at 37°C for 3 hours. For strains with
pAB1 or pAB82 plasmids, aTc (0.5 ug/ul) was added after 1 hour of incubation. 4 ml of
RNAprotect bacteria reagent (Qiagen) were added to the cultures, which were then vortexed
briefly and incubated at room temperature for 5 minutes. The tubes were spinned down at 4000 g
for 5 minutes. Cell pellets of B. subtilis and S. pyogenes were resuspended in 200 ul of lysozyme
buffer (lysozyme 20 mg/ml). S. aureus cell pellets were resuspended in 200ul of lysostaphin
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solution (lysostaphin Smg/mL). After 1 hour incubation at 37 °C, 1 ml of trizol was added, and
regular trizol reagent procedures for purifying the total RNA were followed.

RT-qgPCR

All the RNA samples were treated with DNase (Turbo DNase free kit, Ambion), then all the
RNA samples (1 ug for each sample) were reverse transcribed into cDNA using the Transcriptor
First strand cDNA synthesis Kit (Roche). The qPCR was performed using 1 ul of the reverse
transcription reaction and the Faststart essential DNA green master mix (Roche) in a LightCycle
96 (Roche). Probes and PCR primers are listed below. Relative gene expression was computed
using the AACq method (2“%ar ““rer) Where Cqger is the quantification cycle value for the 16s
rRNA and Cqrar for the tested gene. Data is shown relative to expression in the wild-type strain
(Ku in B. subtilis 168 or Csn2 in S. pyogenes SF370).

Targeted genes Primer name Sequences (5’ to 3°)

Ku LC1340 Ku For GGATCGATCAGCTTCGGATTAG
Ku LC1341 Ku Rev TGGTGCGTGATCCTCTTTATG
Csn2 LC1342 csn2 For GCAAACTCCGATGAAAGACTTG
Csn2 LC1343 csn2 Rev ACCGCCTCTTAATGGAATCG

16s rRNA LC1344 16s_For AGGCAGCAGTAGGGAATCTT
16s rRNA LC1345 16s Rev GCTGCTGGCACGTAGTTAG

Supplementary Text 3 : Model for NHEJ system detection with MacsyFinder
<system inter _gene max_space="5" min_mandatory genes_required="1"
min_genes_required="1">

<gene name="ku" presence="mandatory" loner="1"/>

<gene name="ligD1" presence="accessory"/>

<gene name="1igD2" presence="accessory"/>

<gene name="1igD3" presence="accessory"/>

</system>
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Supplementary Table 1 : Detection of Type II CRISPR-Cas systems and NHEJ in Bacteria
and Archea
Csv File

Supplementary Table 2 : Detected systems and their frequencies by genomes

Systems Bacterial Genomes | Frequency (%)
(2482) (Bacteria)
Type I CRISPR-Cas 1584 28.5
Type II CRISPR-Cas 384 6.9
Type I CRISPR-Cas 306 5.5
NHEJ 1376 24.7

Supplementary Table 3: Plasmids used in this study

Plasmids from other studies

Described in

pC194/pE194 Replicative plasmid in S. aureus, respectively CmR, ErmR, 1.2
pT181 Replicative plasmid in S. aureus, tetR 3
pMUTIN4 Integrative plasmid in B. subtilis, ErmR 4
pNZ123 Replicative plasmid in S. thermophilus, CmR 3
pLZ12 Replicative plasmid in S. aureus and E. coli 6
pCN57 Plasmid with a working GFP in S. aureus 7
RH87 pC194 with type II-A CRISPR-Cas system from S. pyogenes with one 8
P spacer in the CRISPR array
pRH61,pRH62,pRH63 same as pRH87 but without respectively casi,cas2, csn2 8
pRHI21 same as pRH87 but with dcas9 instead of cas9 8
pDB114 pC194 with cas9 and reprogrammable spacer ?
pWI153 pE194 Ptet inducible target vector ?
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. . Insert Vector Cloned
Plasmids created for this study . . .
(Primer ; Template) (Primer ; Template) in
pE194 with NHEJ system B. subtilis
pAB1 from B. subtilis under tet AB+AB4 genomic AB1+AB2 pWIJ153 S. aureus
promoter (Ptet) DNA
pT181 with a protospacer
pAB2 from PhiNM4 phage AB9+AB10 pT181 S. aureus
pMUTIN with ykoV B. subtilis MUTIN
pABI12 homologies (to build ykoV AB69+AB70 genomic AB67+AB68 p 4 E. coli
mutant in B. subtilis) DNA
pMUTIN with ykoU B. subtilis MUTIN
pABI13 homologies (to build ykoU AB73+AB74 genomic AB71+AB72 P 4 E. coli
mutant in B. subtilis) DNA
pAB17 | PE194withligD under tet AB85+AB86 | pABl | S aureus
promoter (Ptet)
pE194 with Ku under tet
pABI18 promoter (Ptet) AB87+ABS88 pABI S. aureus
pAB23 | PLZIZwithNHEJundertet | )\ pos, spog pABI AB97+AB98 pLZ12 E. coli
promoter (Ptet)
pAB24 | PMZ 1er gf;tohtg‘(lp‘gger tet AB95+AB96 pABIS8 AB97+AB98 | pLZI2 E. coli
pAB2s | PLZ12withligD undertet |\ pos, A pog pAB17 AB97+AB98 | pLZI12 E. coli
promoter (Ptet)
pLZ12 with GFP under tet n ACV64+ACV65 .
pAB62 promoter (Ptet) ACV69+ACV70 pCNS57 ACV6TLACY63 pAB23 E. coli
pNZ123 with NHEJ under pAB1; S.
pAB66 P8 constitutive S. AB2AATABIAS | o ophil | AB242+AB243 | pNZI123 | E. coli
. AB246+AB247
thermophilus promoter us DNA
pNZ123 with GFP under P8 AB50+AB251 pCN57; S.
pAB69 constitutive S. thermophilus thermophil | AB248+AB249 | pNZ123 E. coli
AB252+AB253
promoter us DNA
pABS56 pC194 with csn2 under type Reciculrized AB224+AB225 pRHS87 S. aureus
1I-A natural promoter
pABI1 with csn2 cloned
pABS81 directly after ligD AB280+AB281 pABS56 AB278+AB279 pABI1 S. aureus
pABI1 with csn2 cloned with
pABS2 the promoter of the cas AB284+AB285 pABS56 AB282+AB283 pABI1 S. aureus
operon of S. pyogenes
pC194 with cas9 and spacer Hybridized Digested with
pMDO021 targeting PhiNM4 D035+D036 primers Bsal pDB114 S. aureus
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Supplementary Table 4: Primers used in the study

ABI GCTCTTTCCGTGGTTCATATTTATCAGAGCTCGTGCTATAAT

AB2 GAGTACGATTCATTTGATATGCCTCCTCTAGGTCATTTGATATGCCTCCG
AB3 CAAATGACCTAGAGGAGGCATATCAAATGAATCGTACTCCTTCTCTTCAC
AB4 GATAAATATGAACCACGGAAAGAGCTGACTTCATTAG

AB9 AAAAATGTTTTAACACCTATTAACGTAGTATGGAGTGGCTAGCATTTTGC
ABI10 CCATACTACGTTAATAGGTGTTAAAACATTTTTAAACTGCTTTTCAGAAC
AB67 AGTCCCAGGTGTACCTGATCAGAAAACCGCCTCGCG

AB68 ACAAAGTCAACAATCTCAACGATTCTCCGTGGGAACAAACGG

AB69 GTTTGTTCCCACGGAGAATCGTTGAGATTGTTGACTTTGTTCAGCTTCAG
AB70 TCACCGCGAGGCGGTTTTCTGATCAGGTACACCTGGGACTTGAG

AB71 ACTATGCGCCGGATTTTGTTAGAAAACCGCCTCGC

AB72 TGTTAAGTATTGAACAGCTGGATTCTCCGTGGGAACAAACG

AB73 GTTTGTTCCCACGGAGAATCCAGCTGTTCAATACTTAACAATTCTCCAAG
AB74 TCACCGCGAGGCGGTTTTCTAACAAAATCCGGCGCATAGTCC

ABSS5 CGCATGGCGTTTACCATGCA

AB86 GGTCATTTGATATGCCTCCGG

AB87 GAAGTCAGCTCTTTCCGTGGTTC

ABS88 GCGCTATGATGTGCCGGAG

AB95 CTAATGAATTCATCTGCAGGAAAGAAATTAGATAAATCTCTCATATCTTTTATTCAATAATCGCAT
AB96 GGTCGTCAGACTGATGGGCCAATTATAGCACGAGCTCTGATAAATATGAACCAC
AB97 TCAGAGCTCGTGCTATAATTGGCCCATCAGTCTGACGAC

AB98 GAGATTTATCTAATTTCTTTCCTGCAGATGAATTCATTAGGATCCAGA
AB224 | ATTTACATGGTGAAAGAAATAATTGTATTGCAAACTCC

AB225 | TTGCCTCCTAAAATAAAAAGTTTAAATTAAATCC

AB242 | ACTTCGAACTAGCAATACTGCTCTCTAGAGAATTCAGTACTGGATCT

AB243 | TTCCGTGGTTCATATTTATCCTCAAGCTTCTCGAGTGCATATTTTCG

AB244 | CTCGTGCGAGGTTTTTACATATGAATCGTACTCCTTCTCTTCACACTAAAG
AB245 | ATGCACTCGAGAAGCTTGAGGATAAATATGAACCACGGAAAGAGCTGAC
AB246 | GTACTGAATTCTCTAGAGAGCAGTATTGCTAGTTCGAAGTCATCCTTTTTTATAGG
AB247 | AGAGAAGGAGTACGATTCATATGTAAAAACCTCGCACGAGTAGTTATTT
AB248 | CGAACTAGCAATACTGTAAGAGCTCTCTAGAGAATTCAGTACTGGATCT
AB249 | CAAATAAGGCGCGCCTATTCCAAGCTTCTCGAGTGCATATTTTCG

AB250 | CTCGTGCGAGGTTTTTACATATGAGTAAAGGAGAAGAACTTTTCACTGGAG
AB251 | ATATGCACTCGAGAAGCTTGGAATAGGCGCGCCTTATTTGTATAGTT
AB252 | ACTGAATTCTCTAGAGAGCTCTTACAGTATTGCTAGTTCGAAGTCATCCT
AB253 | AGTTCTTCTCCTTTACTCATATGTAAAAACCTCGCACGAGTAGTTATTT
AB278 | GGTATAATACTCTTAATAAAAAGTCAGCTCTTTCCGTGGT

AB279 | GTAAATTTGCCTCCTAAAATCATTAGTCAGCTCTTTTTCTTCAACTGATG
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AB280 | AGAAAAAGAGCTGACTAATGATTTTAGGAGGCAAATTTACATGGTGAAAGAA

AB281 | ACCACGGAAAGAGCTGACTTTTTATTAAGAGTATTATACCATATTTTTAGTTATTAAG
AB282 | AAATGCAGTAATACAGGGGCTCGTGCTATAATTATACTAATTTTATAAGGAGG
AB283 | CAAAAAATATTACCCAATACGCTCTGATAAATATGAACCACGGAAAGAG

AB284 | TGGTTCATATTTATCAGAGCGTATTGGGTAATATTTTTTGAAGAGATATTTTGAAAAAG
AB285 | TTAGTATAATTATAGCACGAGCCCCTGTATTACTGCATTTATTAAGAG

ACV64 | ACACATGGCATGGATGAACTATACAAATAATTTCTAAATAAGAATATTTGGAGAGCACCGTTC
ACV65 | AGCATAACCTTTTTCCGTGATGGTA

ACV66 | TTGATATGCCTCCTCTAGGTCATTTG

ACV67 | TATAAATTTAACGATCACTCGTTACCATCACGG

ACV68 | TCCAGTGAAAAGTTCTTCTCCTTTACTCATTTGATATGCCTCCTCTAGGTCATTTG
ACV69 | ATGAGTAAAGGAGAAGAACTTTTCACTGGA

ACV70 | TTATTTGTATAGTTCATCCATGCCATGTGTAAT

D035 AAAAATGTTTTAACACCTATTAACGTAGTATGTTTTAGAGCTATGCTGTTTTGA

D036 ATACTACGTTAATAGGTGTTAAAACATTTTTGTTTTGGGACCATTCAAAACAGC

B329 ACACTGAGACTTGTTGAGTTTGCCTAAAAACCTACAGAAG

B330 CTCCACAGGATGATTTCGTAAAACTATATGATTTACCCCTAAATCT

A9 TCAACGCACAATAAATTTTCTCGGC

Al10 TACTTAAAAGAAATTGATCCAACCG

AB103 | GCCCTCGAGTTGACAAGGACAGTTATTG

AB104 | CAATTCGAATCTTGATTTGCTGTC
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Supplementary Table 5 : Example of spacers acquired during adaptation experiments of S.

aureus against the phage PhiNM4
AGTTAAAAAGAATTTAAAGTCAAGAAGTA

ATGTTGATGGATCGTATCAAAGCGACATAC

AGGAATTGAGACACCTCAATATATACTTGC

ACACAAAGAAGTACATCAAGGGACAATTAC
CGAGCAAAGTTTCATCCGTTTAAATCAATA

TTAACGGTATGGAAGAAGCGAGTATCAATA

TACCGAATGAATTTTTAAAATATTCAGGCA

TCTTAAAGTTATTGAAGAAAGGTTATAACA
GGCAATGTTATTTTATCGGATTTTAAAAAC
GCTAATGACAGACCATTATTTGATGCTAAC
GACAAAATCGAACTATCATTAAAAGTTAAA
GCTATAGACGGAAGTTTCAACTTATTATAA
ACGACAGATATACGTCAGCGATTTATAATC
ACCGAATGAATTTTTAAAACATTCAGGCA
CAAATCTATTCAAGATACTATCGAAGCTGT
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NHEJ type Il CRISPR-Cas
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Supplementary Figure 1: Frequency of NHEJ and CRISPR-Cas systems by clades.
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Supplementary Figure 2: Distribution of NHEJ and CRISPR-Cas systems in the genomes
of Firmicutes and Proteobacteria. a, Frequency of NHEJ and CRISPR-Cas systems in the 1201
Firmicutes and 2988 Proteobacteria genomes. b, Frequency of NHEJ and CRISPR-Cas systems in
function of genome size. The histogram on the bottom represents the distribution of genome sizes in each
clade. The frequency represents the frequency of genomes carrying a system within the genome size
range. Vertical line corresponds to the size cut-off (SMb).
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Supplementary Figure 3: Associations between NHEJ and Type II CRISPR-Cas systems in
Firmicutes and Proteobacteria genomes. The expected values are the product of the marginal row

and column totals divided by the grand total of the contingency tables. Statistics were calculated using
Fisher's Exact Test. ** P< (.05, *** P< (.01
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c) Sequencing results
1- Native sequence : false positive (3/14 clones)

O AGATTTAGGGGTAAATCATATAGTTTTA TGCCTAAAAACCTACAGAAG

2- Recircularized plasmid, no deletion (2/14 clones)

AGATTTAGGGGTAAATCATATAGTTTTA CGAAATCATCCTGTGGAGACACTGAGACTTGTTGAGTT TGCCTAAAAACCTACAGAAG
AGATTTAGGGGTAAATCATATAGTTTTA CGAAATCATCCTGTGGAG ACACTGAGACTTGTTGAGTT TGCCTAAAAACCTACAGAAG

3- Recircularized plasmids with deletions (9/14 clones)

Position on the plasmid
2177 2277 2377 2477 2577 2677 2777 2877 2910

junction sequenced
recicularization marker
deletions

Supplementary Figure 4: NHEJ system of B. subtilis is functional in S. aureus. a, Introduction
of a linearized plasmid providing resistance to chloramphenicol (pC194) into cells carrying the NHEJ
system (pAB1) either in the presence or absence of aTc (induction) in S. aureus. Only cells that re-
circularized the plasmid could form colonies on chloramphenicol plates. b, The CFU of five replicates is
represented, error bars corresponds to s.e.m. *** P< (.01 Wilcoxon test ¢, Sequencing results of
transformants recovered after NHEJ induction. The primers used to linearize pC194 were designed to
carry 5’ tails (in blue). If plasmids were recircularized by the NHEJ system, we expected to find those
tails sequence at the junction. Results are shown for clones recovered after NHEJ induction. Blue
corresponds to overhangs and red to deletions. The insertion of the intact tail sequences at the junction
was observed in 2/14 colonies recovered after NHEJ induction. In 9/14 colonies, small deletions were
observed. The remaining 3/14 colonies were false positives. In contrast, all colonies obtained in the
control experiment corresponded to the pC194 plasmid that was likely present in trace amounts in the
PCR products used for the transformation.
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Supplementary Figure S : Irradiation of S. aureus cells

S. aureus cells carrying a type II-A CRISPR-Cas systems or a control plasmid were irradiated. The
survival rate was determined as the ration of CFUs obtained for irradiated over non-irradiated cells. No
significant difference was observed (n=5 Wilcoxon, P=0.5).
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Supplementary Figure 6 : Expression level of NHEJ and Csn2

Expression of NHEJ and Csn2 was measure using q-PCR in strains used in the study (see Supplementary
Table 3 for a description of the plasmids). Expression was normalized to the 16s rRNA expression in
each strain measured using the same set of primers. Expression is shown relative to the wild-type: B.
subtilis 168 for NHEJ and S. pyogenes SF370 for Csn2.
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Box 4: Major points of Chapter 5

e Type II-A CRISPR-Cas systems and the NHEJ (Non Homologous End
Joining) pathway only co-occur once among 5563 bacterial genomes.

e Exploration of the molecular mechanisms behind this negative associa-
tion using three different experimental models: Staphylococcus aureus,
Streptococcus thermophilus and Bacillus subtilis.

e NHEJ pathway has no effect()| type II-A CRISPR-Cas systems inter-
ference or adaptation

e NHEJ repair is inhibited by the Csn2 protein from type II-A
CRISPR-Cas system.

e First evidence of an antagonistic interaction between a CRISPR-Cas
system and a DNA repair pathway:.

{ O} Potential use of Csn2 to promote homologous recombination in
genome editing experiments in mammalian cells.
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Chapter 6

Conclusions and perspectives

The goal of my thesis was to explore CRISPR-Cas interactions with DNA re-
pair pathways to better understand CRISPR-Cas systems distribution in bacterial
genomes. [ first described precisely and quantitatively the distribution of CRISPR
arrays and Cas clusters in bacterial genomes underlying the diversity and complex-
ity of these immune systems in terms of taxonomic distribution and genetic organi-
zation. I thus provided evidence for a sparse distribution of CRISPR-Cas systems
in bacterial genomes. Trying to explain this sparse distribution, I studied the
co-occurrence patterns of CRISPR-Cas systems and DNA repair pathways. I ob-
served many positive and negative associations between DNA repair and CRISPR-
Cas systems leading me to propose a scenario for the impact of these associations
on the distribution of CRISPR-Cas systems. Finally, by combining bioinformatics
and experimental approaches, I introduced evidence for a negative interaction be-
tween a CRISPR-Cas system (Type II-A) and a DNA repair pathway (NHEJ). We
suggest that the antagonism is caused by the inhibition of NHEJ repair by Csn2 a
protein of the type II-A CRISPR-Cas systems. This confirmed that the observed
co-occurrence pattern of avoidance was caused by a direct interaction.

From a methodology point of view, the CRISPR field has benefited a lot from
mixed bioinformatical and experimental approaches. The first discoveries on CRISPR-
Cas systems came from the studies of bacterial genomes [121, 217]. Today, new
CRISPR-Cas variants like type V or type VI with important applications potential,
were discovered through bioinformatics exploration of bacterial genomes followed
by detailed molecular characterization [242; 312, 2]. In my PhD, the use of both
approaches allowed me to study at the same time in a broad and specific manner
my subject of interest. Understanding the underlying mechanisms of a specific
interaction between a DNA repair pathway and a CRISPR-Cas system was essen-
tial to prove that the co-occurrence pattern we observed, was caused by a direct
interaction and was not the consequence of another indirect association. Further-
more, bioinformatics allowed me to show that this specific case was not isolated
but seemed more representative of diverse interactions between CRISPR-Cas sys-
tems and DNA repair pathways. The back and forth between both approaches was
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also essential for deciding on research directions. In Chapter 5, the observation of
a specific co-occurrence pattern led us to investigate experimentally its possible
cause. Our first hypothesis was that the NHEJ repair pathway would repair DSB
generated by Cas9. When first results showed that this was not the case, we kept
looking for alternative hypotheses, only because we had the conviction that there
was a direct interaction, thanks to the bioinformatics data.

A second important methodological aspect of this work was the use of multi-
ple model bacteria in the experimental approaches namely, Staphylococcus aureus,
Bacillus subtilis and Streptococcus thermophilus. We had observed that both sys-
tems dit not co-occur in bacterial genomes. Therefore, the study of the interaction
between NHEJ and type II-A required to construct a de facto artificial experi-
mental set up. In order to avoid artifacts, it became quickly apparent that results
should be confirmed in several model bacteria. Most of the work done in the lab on
type II CRISPR-Cas systems were performed on S. aureus as it is easy to modify
genetically and many protocols to study CRISPR-Cas activity were developed for
this model. The first experiments were therefore conducted with this model while
being conscious of the limitations as S. aureus do not encode naturally neither
NHEJ or a type II-A CRISPR-Cas system.

The use of this model actually misled us for some time as it led to an artifact
caused by one of our expression systems. When using a specific expression system
(the combination of the pE194 and a ptet promoter in S. aureus), the induction
of NHEJ with aTc led to the abolishment of the ability to acquire new spacers.
We had used the empty vector as a control. In these conditions, no impact on
adaptation could be observed. This first let us conclude that the expression of
NHEJ could in fact abolish adaptation. However, while performing complementary
work, we realized that inducing the expression of any protein (like a GFP) using
this expression system, leads to the observed phenotype of adaptation abolishment.
We still do not understand the mechanism behind this intriguing result. However,
this led us to change our expression system and also convinced us of the necessity
to confirm our results in different model bacteria. A important challenge remained
: the absence of existing protocols to assess the activity of both systems in bacteria
naturally encoding one or the other system (B. subtilis for NHEJ, S. thermophilus
for type II-A CRISPR-Cas systems.). We therefore decided to assess the activity
of each system, in its natural context and mimick the arrival or the other system
by horizontal gene transfer.

The study of CRISPR-Cas systems distribution revealed two new aspects of
CRISPR-Cas systems diversity. While it was known that CRISPR-Cas systems
are distributed unevenly in different environments and in different phyla [42], no
precise analysis of the relative abundance of subtypes by clades had been per-
formed. We provide a precise taxonomic distribution and show that subtypes of
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CRISPR-Cas systems are distributed unevenly. We show that some subtypes are
present in diverse clades while some others are clades specific. This suggests that
some subtypes might accommodate more easily to a new genetic background than
others or that certain subptypes developed some specialization.

A second key conclusion of the concomittant analysis of CRISPR arrays and
Cas clusters is the importance of non-canonical forms of CRISPR-Cas systems.
As mentioned in the introduction, CRISPR-Cas systems are generally defined as
the association of one CRISPR array with a cluster of cas genes. Orphan or distant
elements [19, 272] had been described as well as loci involving several Cas clusters
and CRISPR arrays [256, 161] ; however, no quantitative measurements of these
different elements had been performed. I showed that while many orphan and
distant CRISPR arrays can be detected in bacterial genomes, orphan and alone
Cas clusters are very rare. Moreover, those distant and orphan arrays encode fewer
repeats than their counterparts which are part of CRISPR-Cas loci suggesting a
functional difference between those three types of elements. These orphan and
distant arrays could be remains of previously active CRISPR-Cas systems that
could be reactivated upon a transfer of a new set of cas genes. As CRISPR-
Cas systems have been shown to be involved in other bacterial processes beyond
immunity [296], orphan arrays could also serve other functions.

While orphan elements represent one side of the spectrum of CRISPR-Cas orga-
nization, the other extreme, the very complex CRISPR-Cas loci is no less intrigu-
ing. The advantage of encoding complex CRISPR-Cas loci have yet to be fully
explored. Recently, it was argued that encoding several CRISPR arrays could be
adaptive as it would allow a trade off between memory span and learning speed
[290]. Several studies have recently started to explore why encoding several Cas
clusters could also be advantageous [189, 136, 248|.

First, some type III CRISPR-Cas systems harbours Csm6 which function re-
mained until recently unknown. Csm6 is a non specific RNAse which is activated
by a small molecule : cyclic oligoadenylates or coA [189, 136]. CoA is produced by
Cas10, a protein of the effector complex of type III systems, in presence of a target.
The accumulation of cOA constitutes an intracellular signal that infection has not
been prevented. It was therefore hypothesized that CRISPR-Cas immunity could
function in several phases and involve several types of CRISPR-Cas systems [5].
In bacteria harboring type I and type III systems, upon a phage infection, the
phage would be first targeted by the type I system. If however the phage would
be immune to the type I system through for example a mutation in the PAM ; the
phage could then be targeted by the type III system which does not rely on PAM
recognition. This would constitute a second line of defense. Once activated, Cas10
also produces cOA. If the second line of defense fails, Cas10 will keep on producing
cOA which will in the end lead to cell death or dormancy thus forming a third line
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of defense to prevent further infection of the population [5]. This scenario implies
the association of type I and III systems.

In our analysis, we observed patterns of co-occurrence pointing to preferred
associations between type I and type III systems. Furthermore, our analysis of
large clusters of Cas proteins implicates only proteins of type I and III systems.
Such a physical association constitutes another clue of the potential functional
linkage between those types of CRISPR-Cas systems. Our analysis also reveals
preferred associations between subtypes such as type I-F and III-B. Recently, it
was demonstrated that in Marinomonas mediterranea MMB-1, type III-B systems
can process crRNA from another type I-F system present in the cell when type
I-F is impaired [247]. This could constitute another advantage of encoding several
Cas clusters and complex CRISPR-Cas loci. Those two experimental examples and
our data which demonstrates that these types of associations are not rare reveal
how CRISPR-Cas systems generate complex defense strategies. More studies on
experimental models encoding several Cas clusters and arrays could help reveal
new complex defense approaches of bacteria.

The ability of type III-B to process spacers from the type I-F also questions the
specificity of subtypes to diverse repeats. The absence of degenerated repeats in
CRISPR arrays would suggest a limited possibility for a specific subtype to deal
with diverse repeats. The subtype prediction we performed using only CRISPR
repeats also underlines some specificity between repeats and subtypes. More pre-
cise studies of repeats of type I-F and type III-B systems as well as experimental
studies on the permissiveness of the type III-B to different repeats could help
understand the basic requirements of Cas proteins to efficiently process crRNAs.

Predicting subtypes from repeats could also provide a usefool tool for the analy-
sis of CRISPR-Cas systems in metagenomes. One main constraint when studying
CRISPR-Cas in metagenomes is the absence of contigs with complete Cas clusters
thus strongly limiting any analysis at the subtype level. Several metagenomics
analysis have tried to circumvent this issue by for example using inly Casl to
assign subtypes. [43, 42]. However, some subtypes do not encode Casl and this
methodology still requires the detection of cas genes. Many hypothesis have been
made on the prevalence of CRISPR-Cas systems in different environments [294]
such as an enrichment in thermophilic environments. Allowing subtype assignment
on repeats only, paves the way for subtype quantification in different environments.
This would probably bring new clues to the ecological factors that could favor one
subtype over the others.

My work focused on CRISPR-Cas systems interactions with DNA repair path-
way. The most well known interaction between a DNA repair pathway and a
CRISPR-Cas system came through the study of the role of RecBCD in producing
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prespacers for type I-E systems [149]. A subsequent study showed that other DNA
repair proteins could help type I-E systems to acquire new systems [122]. T provide
the first example of a negative interaction between a CRISPR-Cas system and a
DNA repair pathway. My results suggest that when a type II-A CRISPR-Cas
system is transfered to a bacteria encoding NHEJ, Csn2 will inhibit NHEJ repair
which will in the end lead to the CRISPR-Cas loss. Those two experimentally
confirmed associations represent extremes of the spectrum of potential interac-
tions between DNA repair pathways and CRISPR-Cas systems with a dependency
on one hand (Type I-E RecBCD) and an incompatibility on the other. Further
interactions which could be experimentally characterized could fall in either cate-
gories or in between.

For both interactions (type I-E RecBCD and type II-A NHEJ), subtype speci-
ficity is essential as the interaction does not hold true for other related subtypes.
This subtype specificity seems to be common to other associations. When studying
other patterns of co-occurrence, it is striking to note that very different subtypes
share similar associations with DNA repair pathways (like type II-C, I-B and I1I-D)
while systems belonging to the same types like type II or some type I do not. This
underlines how those interactions could cause the sparse distribution observed at
the subtype level.

Such interactions between CRISPR-Cas systems and chromosomal encoded sys-
tems could concern other functions than DNA repair. One particularly interesting
set of functions and potential associations to study would be with other defense
systems. It was observed that genomes encoding R-M systems are more likely
to encode CRISPR-Cas systems [196]. In S. thermophilus, type 11 CRISPR-Cas
systems and type II R-M systems systems work synergistically to prevent infection
by phages [68]. Studying the compatibility of both systems at a fine level could
help reveal cooperation or incompatibilities between defense systems and bring
elements to answer the question "Is more immunity best?".

When working in the CRISPR field, new findings are systematically questioned
through the point of view of potential applications. Even if my main research
question remains very fundamental, some conclusions could help improve existing
biotechnologies. CRISPR-Cas systems are mainly used in microbes in three man-
ners : as genome editing technologies, antimicrobials or for gene regulation pur-
poses [185, 18, 29]. Interactions between DNA repair pathways and CRISPR-Cas
systems are at the heart of the two first applications. For genome editing pur-
poses, the goal is to generate breaks using CRISPR-Cas systems that would then
be repaired by a DNA repair pathways either endogenous to the host or exogenous
and brought with the CRISPR-Cas system. On the contrary, for antimicrobials,
the objective is to generate cuts that won’t be repaired and will therefore lead to
cell death.
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Many genome editing techniques in bacteria rely on the introduction of an ex-
ogenous NHEJ pathway. Given my results, when working with a new organisms,
one should make sure that it does not encode Csn2. On the contrary, in eukaryotes,
one current issue is that because NHEJ is always present making the introduction
of mutations through homologous recombination difficult. In that context, intro-
ducing Csn2 might help promote homologous recombination. However, it should
be first demonstrated that Csn2 also inhibits eukaryotic NHEJ. Experiment to
confirm this inhibition is currently undertaken in collaboration with another lab.

I also observed other negative associations of NHEJ with specific CRISPR-Cas
systems like with the type I-E. This negative association should be investigated
experimentally to understand the underlying mechanism. As type I-E is the most
common subtype in bacteria, this could help improve genome editing strategies for
bacteria encoding this CRISPR-Cas system. Similarly, those interactions should
be taken into account when trying to generate specific antimicrobials. Playing with
the incompatibilities of specific DNA repair pathways and CRISPR-Cas systems
might help improve their efficiencies. More specifically introducing Csn2 with Cas9
when bacteria encode NHEJ might help improve killing efficiency.

Finally, I want to go back to the question that started my PhD : Why are
CRISPR-Cas systems relatively rare given their role as an immune system and the
fact that they are frequently transfered horizontally ? As already explained, several
hypotheses had been put forward to explain this relative scarcity of CRISPR-Cas
systems. First, autoimmunity: the acquisition of a self-targeting spacer leads in
the vast majority of cases to cell death [110]. However, given the diverse taxonomic
distribution detailed in Chapter 3, there is no clear reason why the cost of auto-
immunity should vary between clades. Second, harboring general defenses like
restriction modification or surface modification can be more advantageous than
encoding a specialized defense system like CRISPR-Cas [296]. However, this would
also apply to archaea and therefore fail to explain why 90% of archaea encode
CRISPR-Cas systems and only 40% of bacteria. Third, by limiting horizontal gene
transfer (HGT), CRISPR-Cas systems can prevent the uptake of advantageous
mobile genetic elements [128]. This is true for other defense systems like restriction
modification of which two copies are present on average per bacterial genome [196].
I introduced a novel and complementary hypothesis : the possibility that the
success of CRISPR-Cas acquisition by horizontal gene transfer is partly determined
by the interactions of these systems with the genetic background of the host. Using
interactions with DNA repair pathways, I demonstrated that those interactions
impact CRISPR-Cas systems distribution in bacterial genomes. However, the
importance of the genetic background is not limited to DNA repair pathways.
Other elements could influence the distribution of CRISPR-Cas systems. I provide
a method to detect significant associations, which could be adapted to the study
of other elements. For example, as mentioned above, it would be interesting to
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focus on the interplay with other defense systems.

To conclude, I hope this work underlines the diversity and complexity of CRISPR-
Cas systems and bring new elements to the understanding of their evolution.
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216 ] ANNEXE 1 : CASFINDER MODELS
Annexe 1 : Macsyfinder models for CRISPR-Cas systems

Type IA

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in all CRISPR-Cas systems

<gene name="casl_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

#Present in Typel

<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas4_Typel-Il" presence="accessory" system_ref="CAS"/>
<gene name="cas4_|_Il_V_maka" presence="accessory" system_ref="CAS"/>

<gene name="cas5_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas7_Typel" presence="mandatory" system_ref="CAS"/>

<gene name="cas7b_TypelB" presence="accessory" system_ref="CAS-TypelB"/>

#Specific to TypelA

<gene name="cas5a_TypelA" presence="mandatory"/>
<gene name="cas4_TypelA" presence="mandatory"/>
<gene name="cas7_TypelA" presence="mandatory"/>
<gene name="csa5_TypelA" presence="mandatory"/>
<gene name="csaX_TypelA" presence="mandatory"/>
<gene name="casl_TypelA" presence="mandatory"/>
<gene name="cas8ala2_TypelA" presence="mandatory"/>
<gene name="cas8ala3_TypelA" presence="mandatory"/>
<gene name="cas6_TypelA" presence="mandatory"/>

</system>
<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

HEHEHEH

Type IB

#Present in all CRISPR-Cas systems

<gene name="cas1_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-lI-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

#Present in Typel

<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas4_Typel-ll" presence="accessory" system_ref="CAS"/>
<gene name="cas4_|_Il_V_maka" presence="accessory" system_ref="CAS"/>

<gene name="cas5_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas7_Typel" presence="accessory" system_ref="CAS"/>

#Specific to TypelB

<gene name="cas5b_TypelB" presence="mandatory"/>
<gene name="cas8alb_TypelB" presence="mandatory"/>
<gene name="cas7b_TypelB" presence="mandatory"/>
<gene name="cas5b2_TypelB" presence="mandatory"/>
<gene name="cas8b_TypelB" presence="mandatory"/>
<gene name="cas7b2_TypelB" presence="mandatory"/>
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<gene name="cas8alb2_TypelB" presence="mandatory"/>
<gene name="cas8alb3_TypelB" presence="mandatory"/>
<gene name="cas7b3_TypelB" presence="mandatory"/>

#Sometimes associated with TypelB

<gene name="csm3_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csx10_TypelllD" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="cas7c_TypelC" presence="accessory" system_ref="CAS-TypelC"/>

#Distinguishing TypelB and TypelC
<gene name="cas8c_TypelC" presence="forbidden" system_ref="CAS-TypelC"/>

</system>
<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

HEHEHEH

Type IC

#Present in all CRISPR-Cas systems

<gene name="casl_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>

#Present in Typel

<gene name="cas4_Typel-Il" presence="accessory" system_ref="CAS"/>
<gene name="cas5_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>

#Specific to TypelC

<gene name="casl_TypelC" presence="mandatory"/>
<gene name="cas5c_TypelC" presence="mandatory"/>
<gene name="cas8c_TypelC" presence="mandatory"/>
<gene name="cas7c_TypelC" presence="mandatory"/>
<gene name="cas5c2_TypelC" presence="mandatory"/>
<gene name="cas7c2_TypelC" presence="mandatory"/>
<gene name="cas8c2_TypelC" presence="mandatory"/>

#Sometimes associated with TypelC
<gene name="cas7b3_TypelB" presence="accessory" system_ref="CAS-TypelB"/>
</system>

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

HEHEHEH

Type ID

#Present in all CRISPR-Cas systems

<gene name="cas1_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-lI-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

#Present in Typel

<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas4_Typel-Il" presence="accessory" system_ref="CAS"/>
<gene name="cas5_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
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<gene nar%e="cas3a_TypeI" presence="accessory" system_ref="(fié\'[ >
<gene name="cas7_Typel" presence="accessory" system_ref="CAS"/>

#Specific to TypelD

<gene name="cas3_TypelD" presence="mandatory"/>
<gene name="cscl_TypelD" presence="mandatory"/>
<gene name="csc2_TypelD" presence="mandatory"/>

<gene name="cas10d_TypelD" presence="mandatory"/>

</system>

HEHEHEH

Type IE

CASFINDER MODELS

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in Typel

<gene name="cas5_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>

#Specific to TypelE

<gene name="casl_TypelE" presence="mandatory"/>
<gene name="cas2_TypelE" presence="mandatory"/>
<gene name="cas5_TypelE" presence="mandatory"/>
<gene name="csel_TypelE" presence="mandatory"/>
<gene name="cse2_TypelE" presence="mandatory"/>
<gene name="cas6_TypelE" presence="mandatory"/>
<gene name="cas7_TypelE" presence="mandatory"/>

#Distinguishing TypelE from other Typel

<gene name="cas1_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-lI-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas4_Typel-Il" presence="accessory" system_ref="CAS"/>

</system>

HEHEHH

Type IF

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in Typel

<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>

#Specific to TypelF
<gene name="casl_TypelF" presence="mandatory"/>

<gene name="cas3-cas2_TypelF" presence="mandatory"/>

<gene name="csyl TypelF" presence="mandatory"/>
<gene name="csy2_TypelF" presence="mandatory"/>
<gene name="csy3_TypelF" presence="mandatory"/>
<gene name="cas6_TypelF" presence="mandatory"/>

#Distinguishing TypelF from other Typel

<gene name="cas1_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-lI-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>

<gene name="cas4_Typel-Il" presence="accessory" system_ref="CAS"/>
<gene name="cas5_Typel" presence="forbidden" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="forbidden" system_ref="CAS"/>

</system>
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Type I-U
<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in all CRISPR-Cas systems

<gene name="casl_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>

<gene name="cas4_Typel-Il" presence="accessory" system_ref="CAS"/>

<gene name="cas4_|_Il_V_maka" presence="accessory" system_ref="CAS"/>

#Present in Typel

<gene name="cas5_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>

#Specific to TypelU

<gene name="cas3_TypelU" presence="mandatory"/>
<gene name="csb1_TypelU" presence="mandatory"/>
<gene name="csb2_TypelU" presence="mandatory"/>
<gene name="csb3_TypelU" presence="mandatory"/>
<gene name="csx17_TypelU" presence="mandatory"/>

#Distinguishing from other Types

<gene name="cas9_Typell" presence="forbidden" system_ref="CAS-TypellC"/>
<gene name="cas9 TypellB" presence="forbidden" system_ref="CAS-TypellB"/>
<gene name="cas10_TypelllA" presence="forbidden" system_ref="CAS-TypelllA"/>
<gene name="cas10_TypellIB" presence="forbidden" system_ref="CAS-TypelllB"/>

</system>
B

Type lI-A

<system inter_gene_max_space="5" min_mandatory_genes_required="1" min_genes_required="3">

#Present in all CRISPR-Cas systems

<gene name="casl_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-lI-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

#Present in Type Il
<gene name="casl_Typell" presence="accessory" system_ref="CAS-TypellC"/>

#Specific to Type Il
<gene name="cas9_Typell" presence="accessory" system_ref="CAS-TypellC" exchangeable="1">
<homologs>
<gene name="cas9_maka_4_|I" presence="accessory" system_ref="CAS-TypellC"/>
</homologs>
</gene>

#Distinguishing from other Types
<gene name="cas3_Typel" presence="forbidden" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="forbidden" system_ref="CAS"/>

#Distinguishing from other Typell
<gene name="cas9 TypellB" presence="forbidden" system_ref="CAS-TypellB"/>
<gene name="csn2_TypellA" presence="mandatory"/>
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</system>

HEHEHEH

Type lI-B

<system inter_gene_max_space="5" min_mandatory_genes_required="1" min_genes_required="3">

#Present in all CRISPR-Cas systems

<gene name="casl_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

#Present in Typell
<gene name="casl_Typell" presence="accessory" system_ref="CAS-TypellC"/>

#Specific to TypellB
<gene name="cas4_Typel-ll" presence="mandatory" system_ref="CAS"/>
<gene name="cas9_TypellB" presence="mandatory" exchangeable="1">
<homologs>
<gene name="cas9_maka_3_|IB" presence="mandatory"/>
</homologs>
</gene>

#Distinguishing from other Types

<gene name="cas3_Typel" presence="forbidden" system_ref="CAS"/>

<gene name="cas3a_Typel" presence="forbidden" system_ref="CAS"/>
#Distinguishing from other Typell

<gene name="csn2_TypellA" presence="forbidden" system_ref="CAS-TypellA"/>
<gene name="cas9_Typell" presence="forbidden" system_ref="CAS-TypellC"/>

</system>

HEHEHEH

Type II-C

<system inter_gene_max_space="5" min_mandatory_genes_required="1" min_genes_required="3">

#Present in all CRISPR-Cas systems

<gene name="cas1_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-lI-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

#Present in Typell
<gene name="casl_Typell" presence="accessory"/>

#Specific to TypellC
<gene name="cas9_Typell" presence="mandatory" exchangeable="1">
<homologs>
<gene name="cas9_maka_4_lI" presence="mandatory" />
</homologs>
</gene>

#Sometimes associated with TypellC

<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
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<gene name="cas9_TypellB" presence="forbidden" system_ref="CAS-TypellB"/>
<gene name="csn2_TypellA" presence="forbidden" system_ref="CAS-TypellA"/>
<gene name="cas4_Typel-ll" presence="forbidden" system_ref="CAS"/>

#Distinguishing from other Types
<gene name="cas5_Typel" presence="forbidden" system_ref="CAS"/>

</system>

HEHEHEH

Type llI-A

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in other CRISPR-Cas systems

<gene name="casl_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

<gene name="casl_TypelA" presence="accessory" system_ref="CAS-TypelA"/>
<gene name="casl_TypelC" presence="accessory" system_ref="CAS-TypelC"/>
<gene name="casl_TypelE" presence="accessory" system_ref="CAS-TypelE"/>
<gene name="casl_TypelF" presence="accessory" system_ref="CAS-TypelF"/>
<gene name="casl_Typell" presence="accessory" system_ref="CAS-TypellC"/>

<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>

#Specific to TypelllA
<gene name="cas10_TypelllA" presence="mandatory"/>

<gene name="csm2_TypelllA" presence="mandatory" exchangeable="1">
<homologs>
<gene name="csm2_IIIA_maka_7" presence="mandatory"/>
</homologs>
</gene>
<gene name="csm3_TypelllA" presence="mandatory"/>

<gene name="csm4_TypelllA" presence="mandatory" exchangeable="1">
<homologs>
<gene name="csm4_IIIA_maka_3" presence="mandatory"/>
</homologs>
</gene>
<gene name="csm5_TypelllA" presence="mandatory" exchangeable="1">
<homologs>
<gene name="csm5_IIIA_maka_3" presence="mandatory"/>
</homologs>
</gene>
<gene name="csm6_TypelllA" presence="mandatory"/>

<gene name="csm2_IlIA_maka_7" presence="mandatory"/>

#Distinguishing from other Types

<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>

<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>

<gene name="cas9_Typell" presence="forbidden" system_ref="CAS-TypellC"/>
<gene name="cas9 TypellB" presence="forbidden" system_ref="CAS-TypellB"/>
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#Other subtypes Il sometimes associated with TypelllA

<gene name="cas10_TypellIB" presence="accessory" system_ref="CAS-TypelllB"/>
<gene name="cmr3_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr4_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr5_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr7_llIIB_maka" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr8_IlIIB_maka" presence="accessory" system_ref="CAS-TypellIB"/>

<gene name="cas10_IIIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmrl_IlIIC_maka_1" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmr3_llIIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmr5_IlIIC_maka_1" presence="accessory" system_ref="CAS-TypellIC"/>
<gene name="cmr6_llIIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>

<gene name="csm2_lIID_maka_1" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csm3_IIIAD_maka_1" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csm3_IIID_maka_6" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csm3_IIID_maka_5" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csx19_IlID_maka_1" presence="accessory" system_ref="CAS-TypellID"/>
<gene name="csx10_TypelllD" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="cas10_lll_maka_5" presence="accessory" system_ref="CAS-TypellID"/>
<gene name="casl_Typell" presence="accessory" system_ref="CAS-TypellC"/>

</system>

HHHHHH R

Type llI-B

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in other CRISPR-Cas systems

<gene name="cas1_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

<gene name="casl_TypelA" presence="accessory" system_ref="CAS-TypelA"/>
<gene name="casl_TypelC" presence="accessory" system_ref="CAS-TypelC"/>
<gene name="casl_TypelE" presence="accessory" system_ref="CAS-TypelE"/>
<gene name="casl_TypelF" presence="accessory" system_ref="CAS-TypelF"/>
<gene name="casl_Typell" presence="accessory" system_ref="CAS-TypellC"/>
<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>

#Specific to TypelllB

<gene name="cmrl_llIB_maka_4" presence="mandatory"/>
<gene name="cas10_TypellIB" presence="mandatory" exchangeable="1">
<homologs>
<gene name="cas10_IlIB_maka" presence="mandatory"/>
</homologs>
</gene>
<gene name="cmr3_TypelllB" presence="mandatory" exchangeable="1">
<homologs>
<gene name="cmr3_llIIB_maka_2" presence="mandatory"/>
</homologs>
</gene>
<gene name="cmr4_TypelllB" presence="mandatory" exchangeable="1">
<homologs>
<gene name="cmr4_llIIB_maka" presence="mandatory"/>
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</homologs>

</gene>

<gene name="cmr5_TypellIB" presence="mandatory" exchangeable="1">
<homologs>

<gene name="cmr5_IlIIB_maka_1" presence="mandatory"/>

</homologs>

</gene>

<gene name="cmr6_lIIB_maka_1" presence="mandatory" exchangeable="1">
<homologs>

<gene name="cmr6_llIIB_maka_2" presence="mandatory"/>

</homologs>

</gene>

#Often associated with TypelllB

<gene name="cmr7_llIIB_maka" presence="accessory"/>

<gene name="cmr8_llIB_maka" presence="accessory"/>

<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>

#Distinguishing from other Types
<gene name="cas9_Typell" presence="forbidden" system_ref="CAS-TypellC"/>
<gene name="cas9_TypellB" presence="forbidden" system_ref="CAS-TypellB"/>

#Distinguishing from TypelllA

<gene name="cas10_TypelllA" presence="forbidden" system_ref="CAS-TypelllA"/>
<gene name="csm4_TypelllA" presence="forbidden" system_ref="CAS-TypelllA"/>
<gene name="csm5_TypelllA" presence="forbidden" system_ref="CAS-TypelllA"/>
<gene name="csm6_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>

#Other subtypes lll sometimes associated with TypelllB

<gene name="cas10_IIIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmrl_IlIC_maka_1" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmr3_llIIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmr5_IlIIC_maka_1" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmr6_llIIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>

<gene name="csm2_lIID_maka_1" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csm3_IIIAD_maka_1" presence="accessory" system_ref="CAS-TypellID"/>
<gene name="csm3_IIID_maka_5" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csx19 _IlID_maka_1" presence="accessory" system_ref="CAS-TypellID"/>
<gene name="csx10_TypelllD" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="cas10_lll_maka_5" presence="accessory" system_ref="CAS-TypellID"/>

</system>

HEHEHEH

Type llI-C

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in other CRISPR-Cas systems

<gene name="cas1_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-lI-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

<gene name="casl_TypelA" presence="accessory" system_ref="CAS-TypelA"/>
<gene name="casl_TypelC" presence="accessory" system_ref="CAS-TypelC"/>
<gene name="casl_TypelE" presence="accessory" system_ref="CAS-TypelE"/>
<gene name="casl_TypelF" presence="accessory" system_ref="CAS-TypelF"/>
<gene name="casl_Typell" presence="accessory" system_ref="CAS-TypellC"/>
<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>
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#Specific to TypelllC
<gene name="cas10_IIIC_maka" presence="mandatory"/>
<gene name="cmrl_IlIC_maka_1" presence="mandatory"/>

<gene name="cmr3_llIIC_maka" presence="mandatory" />

<gene name="cmr5_IIIC_maka_1" presence="mandatory" exchangeable="1">
<homologs>

<gene name="cmr5_IlIIC_maka_2" presence="mandatory"/>

</homologs>

</gene>

<gene name="cmr6_llIIC_maka" presence="mandatory"/>

#Often associated with TypelllB

<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>
<gene name="cas4_Typel-Il" presence="accessory" system_ref="CAS"/>

#Distinguishing from other Types
<gene name="cas9_Typell" presence="forbidden" system_ref="CAS-TypellC"/>
<gene name="cas9_TypellB" presence="forbidden" system_ref="CAS-TypellB"/>

#Distinguishing from TypelllA-B-D

#Other subtypes lll sometimes associated with TypelllB

<gene name="cas10_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm3_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm4_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm5_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm5_IIIA_maka_3" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm6_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>

<gene name="cas10_TypellIB" presence="accessory" system_ref="CAS-TypelllB"/>
<gene name="cmr3_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr4_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr5_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr7_llIIB_maka" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr8_llIIB_maka" presence="accessory" system_ref="CAS-TypellIB"/>

<gene name="csm2_IIID_maka_1" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csm3_IIID_maka_5" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csm3_IIIAD_maka_1" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="csx19 _IlID_maka_1" presence="accessory" system_ref="CAS-TypellID"/>
<gene name="csx10_TypelllD" presence="accessory" system_ref="CAS-TypelllD"/>
<gene name="cas10_lll_maka_5" presence="accessory" system_ref="CAS-TypellID"/>

</system>

HEHEHEH

Type llI-D

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in other CRISPR-Cas systems

<gene name="cas1_Typel-ll-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas2_Typel-lI-llI" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

<gene name="casl_TypelA" presence="accessory" system_ref="CAS-TypelA"/>
<gene name="casl_TypelC" presence="accessory" system_ref="CAS-TypelC"/>
<gene name="casl_TypelE" presence="accessory" system_ref="CAS-TypelE"/>
<gene name="casl_TypelF" presence="accessory" system_ref="CAS-TypelF"/>
<gene name="casl_Typell" presence="accessory" system_ref="CAS-TypellC"/>
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<gene name="cas6_Typel-lll" presence="accessory" system_ref="CAS"/>

#Specific to TypelllD
<gene name="cas10_TypelllA" presence="mandatory" system_ref="CAS-TypelllA" exchangeable="1">
<homologs>
<gene name="cas10_lll_maka_5" presence="mandatory"/>
</homologs>
</gene>
<gene name="csm2_lIID_maka_1" presence="mandatory"/>

<gene name="csx10_IIID_maka_4" presence="mandatory"/>
<gene name="csm3_lIID_maka_5" presence="mandatory"/>
<gene name="csm3_IIID_maka_6" presence="mandatory"/>

#Often associated with TypelllD
<gene name="csm3_IIIAD_maka_1" presence="mandatory" exchangeable="1">
<homologs>
<gene name="csm3_IIIAD_maka_5" presence="mandatory"/>
<gene name="csm3_IIID_maka_6" presence="mandatory"/>
</homologs>
</gene>
<gene name="csx19_IlID_maka_1" presence="mandatory"/>

<gene name="csx10_TypelllD" presence="mandatory"/>

<gene name="cas3_Typel" presence="accessory" system_ref="CAS"/>

<gene name="cas3a_Typel" presence="accessory" system_ref="CAS"/>

<gene name="cas4_TypelA" presence="accessory" system_ref="CAS-TypelA"/>
<gene name="cas4_Typel-Il" presence="accessory" system_ref="CAS"/>

#Distinguishing from other Types
<gene name="cas9 _Typell" presence="forbidden" system_ref="CAS-TypellC"/>
<gene name="cas9 TypellB" presence="forbidden" system_ref="CAS-TypellB"/>

#Other subtypes lll sometimes associated with TypelllB

<gene name="cas10_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="cas10_lll_maka_5" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm3_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm2_IlIIA_maka_7" presence="accessory" system_ref="CAS-TypelllA"/>/>
<gene name="csm4_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm5_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>
<gene name="csm6_TypelllA" presence="accessory" system_ref="CAS-TypelllA"/>

<gene name="cas10_TypelllB" presence="accessory" system_ref="CAS-TypelllB"/>
<gene name="cmr3_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr4_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr5_TypelllB" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr7_llIB_maka" presence="accessory" system_ref="CAS-TypellIB"/>
<gene name="cmr8_llIIB_maka" presence="accessory" system_ref="CAS-TypellIB"/>

<gene name="cas10_IlIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmrl_IlIC_maka_1" presence="accessory" system_ref="CAS-TypellIC"/>
<gene name="cmr3_llIIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>
<gene name="cmr5_IlIIC_maka_1" presence="accessory" system_ref="CAS-TypellIC"/>
<gene name="cmr6_llIIC_maka" presence="accessory" system_ref="CAS-TypelllC"/>

</system>

HEHEHHHH
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Type IV

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

#Present in all CRISPR-Cas systems
<gene name="cas2_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>

#Specific to TypelV
<gene name="csfl_TypelV" presence="mandatory" exchangeable="1" >
<homologs>
<gene name="csf1_IV_maka_1" presence="mandatory"/>
</homologs>
</gene>
<gene name="csf2_TypelV" presence="mandatory" exchangeable="1">
<homologs>
<gene name="csf2_IV_maka_1" presence="mandatory"/>
</homologs>
</gene>
<gene name="csf3_TypelV" presence="mandatory" exchangeable="1">
<homologs>
<gene name="csf3_IV_maka_1" presence="mandatory" />
</homologs>
</gene>
<gene name="csf4_TypelV" presence="mandatory" exchangeable="1">
<homologs>
<gene name="csf4_IV_maka_1" presence="mandatory"/>
</homologs>
</gene>

<gene name="csf5_|IV_maka" presence="mandatory"/>

#Associated with type IV
<gene name="cas6_TypelF" presence="accessory" system_ref="CAS-TypelF"/>
<gene name="cas6_Typel-llI" presence="accessory" system_ref="CAS"/>

#Distinguishing from other Types

<gene name="cas3_Typel" presence="forbidden" system_ref="CAS"/>

<gene name="cas3a_Typel" presence="forbidden" system_ref="CAS"/>

<gene name="cas9_Typell" presence="forbidden" system_ref="CAS-TypellC"/>
<gene name="cas9 TypellB" presence="forbidden" system_ref="CAS-TypellB"/>
<gene name="cas10_TypelllA" presence="forbidden" system_ref="CAS-TypelllA"/>
<gene name="cas10_TypellIB" presence="forbidden" system_ref="CAS-TypelllB"/>

</system>
<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">

HEHEHEH

Type V

#Present in all CRISPR-Cas systems

<gene name="cas2_Typel-lI-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_Typel-II-lll" presence="accessory" system_ref="CAS"/>

#Specific to TypelV
<gene name="casl_TypeV" presence="mandatory" exchangeable="1">
<homologs>
<gene name="cas1_|_Il_Ill_V_maka" presence="mandatory" system_ref="CAS"/>
</homologs>
</gene>
<gene name="cas4_TypeV" presence="mandatory" exchangeable="1">
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<homologs>
<gene name="cas4_|_Il_V_maka" presence="mandatory" system_ref="CAS"/>
</homologs>
</gene>
<gene name="cpfl_TypeV" presence="mandatory" exchangeable="1">
<homologs>

<gene name="cpfl_V_maka" presence="mandatory"/>
</homologs>
</gene>

#Distinguishing from other Types

<gene name="cas3_Typel" presence="forbidden" system_ref="CAS"/>

<gene name="cas3a_Typel" presence="forbidden" system_ref="CAS"/>

<gene name="cas9_Typell" presence="forbidden" system_ref="CAS-TypellC"/>
<gene name="cas9_TypellB" presence="forbidden" system_ref="CAS-TypellB"/>
<gene name="cas10_TypelllA" presence="forbidden" system_ref="CAS-TypelllA"/>
<gene name="cas10_TypellIB" presence="forbidden" system_ref="CAS-TypelllB"/>

</system>

HEHEHHHH

Type VI

<system inter_gene_max_space="5" min_mandatory_genes_required="1" min_genes_required="1">

<gene name="cas13a" presence="mandatory" loner="1"/>
<gene name="cas13b1" presence="mandatory" loner="1"/>
<gene name="cas13b2" presence="mandatory" loner="1"/>
<gene name="cas13c" presence="mandatory" loner="1"/>

<gene name="cas2_Typel-lI-lll" presence="accessory" system_ref="CAS"/>
<gene name="cas2_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_|_Il_Ill_V_maka" presence="accessory" system_ref="CAS"/>
<gene name="cas1_Typel-ll-lll" presence="accessory" system_ref="CAS"/>
</system>

HEHEHH

CAS general

<system inter_gene_max_space="5" min_mandatory_genes_required="2" min_genes_required="3">
<gene name="casl_Typel-ll-lll" presence="mandatory"/>

<gene name="cas1_|_Il_Ill_V_maka" presence="mandatory"/>

<gene name="cas2_Typel-ll-lll" presence="mandatory"/>

<gene name="cas2_|_Il_Ill_V_maka" presence="mandatory"/>

<gene name="cas6_Typel-lll" presence="mandatory"/>

<gene name="cas4_Typel-ll" presence="mandatory"/>

<gene name="cas4_|_Il_V_maka" presence="mandatory"/>

<gene name="cas5_Typel" presence="accessory"/>
<gene name="cas3_Typel" presence="accessory"/>
<gene name="cas3a_Typel" presence="accessory"/>
<gene name="cas7_Typel" presence="accessory"/>

<gene name="casl_TypelA" presence="accessory" system_ref="CAS-TypelA"/>
<gene name="casl_TypelC" presence="accessory" system_ref="CAS-TypelC"/>
<gene name="casl_TypelE" presence="accessory" system_ref="CAS-TypelE"/>
<gene name="casl_TypelF" presence="accessory" system_ref="CAS-TypelF"/>
<gene name="csm3_IIIAD_maka_1" presence="accessory" system_ref="CAS-TypelllD"/>

</system>
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Annexe 2 : Article 1 as
contributing author

The following article tackles the question of the determinants of the distribution
of prophages in bacterial genomes. My contribution was to perform the first de-
tection and analysis. This initial work was used as a basis for the present article
where the final analysis were carried out by Marie Touchon.
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ORIGINAL ARTICLE

Genetic and life-history traits associated with the
distribution of prophages in bacteria

Marie Touchon'?, Aude Bernheim®? and Eduardo PC Rocha?'*?

'Institut Pasteur, Microbial Evolutionary Genomics, Paris, France and ?CNRS, UMR3525, Paris, France

Nearly half of the sequenced bacteria are lysogens and many of their prophages encode adaptive traits.
Yet, the variables driving prophage distribution remain undetermined. We identified 2246 prophages in
complete bacterial genomes to study the genetic and life-history traits associated with lysogeny. While
optimal growth temperatures and average cell volumes were not associated with lysogeny, prophages
were more frequent in pathogens and in bacteria with small minimal doubling times. Their frequency
also increased with genome size, but only for genomes smaller than 6 Mb. The number of spacers in
CRISPR-Cas systems and the frequency of type Il systems were anticorrelated with prophage
frequency, but lysogens were more likely to encode type | and type Il systems. The minimal doubling
time was the trait most correlated with lysogeny, followed by genome size and pathogenicity. We
propose that bacteria with highly variable growth rates often encounter lower opportunity costs for
lysogeny relative to lysis. These results contribute to explain the paucity of temperate phages in certain
bacterial clades and of bacterial lysogens in certain environments. They suggest that genetic and life-

history traits affect the contributions of temperate phages to bacterial genomes.
The ISME Journal advance online publication, 25 March 2016; doi:10.1038/ismej.2016.47

Introduction

Temperate phages reproduce horizontally through
a lytic cycle, like virulent phages, or vertically
within a lysogenic host, as prophages (Lwoff, 1953).
The lytic-lysogeny decision has presumably evolved
from a trade-off between the relative opportunity
costs of lysogeny (delayed lytic cycle) and lysis
(low burst sizes under unfavorable conditions)
(Weinbauer, 2004; Goldhill and Turner, 2014). In
the lysogen, the interests of the prophages and their
hosts are partly aligned because the former depend
on the bacterium for replication. This may explain
why some prophages protect the host from other
phages, favor host growth or survival in certain
environments, or encode toxins exploited for bacter-
ial pathogenesis (McGrath et al., 2002; Wagner and
Waldor, 2002; Hyman and Abedon, 2010; Wang
et al., 2010). Temperate phages can thus shape the
host evolution by affecting its population dynamics,
through lysis, or by changing its gene repertoire,
through lysogeny. They may also mediate horizontal
gene transfer between bacteria (Jiang and Paul, 1998;
Canchaya et al., 2003a; Bobay et al., 2013; Modi
et al., 2013).

The number of prophages in bacterial genomes is
highly variable. Many bacteria are not lysogens,
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whereas some lysogens encode more than a dozen
prophages (Fouts, 2006; Roux et al., 2015). Genomic
surveys showed that prophages are rare in small
bacterial genomes (Casjens, 2003; Canchaya et al.,
2003b), where their frequency depends on the pre-
sence of restriction-modification systems (Oliveira
et al., 2014). To the best of our knowledge no other
variables have been systematically associated with the
distribution of prophages. The identification of such
variables could provide new information on the
genetic and life-history traits associated with lysogeny.

Environmental studies have shown that the
frequency of lysogens varies in function of the
environmental conditions. In particular, lysogens tend
to be more abundant under conditions of low bacterial
density, low nutrient concentration and low tempera-
ture (Cochran and Paul, 1998; Middelboe, 2000;
Williamson et al., 2002; McDaniel and Paul, 2005;
Ghosh et al., 2008; Pradeep Ram and Sime-Ngando,
2010; Shan et al., 2014). Several arguments explain
why these conditions favor lysogeny. First, they are
associated with low concentrations of susceptible
hosts, decreasing the benefits of lysis for the phage.
Second, bacterial cells are smaller under poor growth
conditions (Torrella and Morita, 1981; Akerlund et al.,
1995; Volkmer and Heinemann, 2011), providing
fewer resources for the production of virions (redu-
cing phage burst size). Third, prophage genes favoring
host survival in poor growth conditions increase the
fitness of lysogens over non-lysogens. These argu-
ments suggest a tight association between bacterial
growth conditions and lysogeny.
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The frequency of prophages depends on the
outcome of a series of processes, among which the
frequency of infection, the probability of lysogeniza-
ton and the rate of prophage loss (by induction or
inactivation/deletion). Several experimental studies
produced a detailed picture of the molecular
mechanisms underlying these processes, especially
in the interaction between Escherichia coli and the
phage Lambda (reviewed in Ptashne, 1992). Defense
systems, such as CRISPR-Cas and restriction-
modification systems, protect bacteria from phages
(Labrie et al., 2010). The temperate phage that evades
these defenses then faces the lytic—lysogeny deci-
sion. The frequency of lysogenization increases with
the viral concentration inside the cell, which results
from either high multiplicity of infection or small
cell volume (Lieb, 1953; Kourilsky, 1973; Herskowitz
and Hagen, 1980; St-Pierre and Endy, 2008). Finally,
the rate of prophage loss by induction is higher in
moments of decreased host viability, for example,
following an SOS response (reviewed in Ptashne,
1992; Waldor and Friedman, 2005), under high
temperatures (Bertani, 1954) or following loss of
key bacterial regulators (Menouni et al., 2013). These
studies suggest that lysogeny is associated with a
multitude of traits.

Both environmental and experimental studies
showed that lysogeny is favored in smaller cells
and under slow growth. Bacteria able to attain
very short minimal doubling times under optimal
conditions (fast growers) are poorly fit to grow
under poor environmental conditions (Koch, 2001).
The sizes of their populations in fluctuating
environments change rapidly as a consequence of
oscillations between high growth rates and rapid
population collapses. It has been suggested that
lysogeny represents a strategy of slow replication
when the host provides few resources for reproduc-
tion in waiting for more propitious conditions for
productive lysis (Stewart and Levin, 1984; Abedon,
2008). In this case, lysogeny should be more
frequent among fast growers because they provide
more variable resources for the production of virions.
Bacteria with stable growth rates provide less
variable resources for phage reproduction, decreas-
ing the potential gains of lysogeny.

Here, we wished to gain some general under-
standing on the variables associated with lysogeny.
For this, we analyzed three variables previously
highlighted by environmental and genomic studies:
(1) host genome size, as previously suggested
(Casjens, 2003); (2) host pathogenicity, given the
numerous prophage-encoded virulence factors found
in bacterial pathogens (Brussow et al., 2004; Abedon
and Lejeune, 2005); (3) presence of CRISPR-Cas
systems, given their role in defense against phages
(Labrie et al., 2010). We also analyzed two variables
highlighted by experimental studies on E. coli:
(4) average host cell volume, since larger E. coli
cells favor lysis over lysogeny (St-Pierre and Endy,
2008) and (5) optimal growth temperature (OGT),
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since high temperature favors lysis (Bertani, 1954).
We added a sixth variable, directly inspired from
the above-mentioned theoretical arguments on the
evolution of lysogeny (Stewart and Levin, 1984;
Abedon, 2008). (6) Minimal doubling times under
optimal conditions, since temperate phages infecting
fast growers in moments of poor growth can increase
their future burst size by lysogenization.

Materials and methods

Data on bacteria

We retrieved all 2110 complete bacterial genomes of
1196 species available in Genbank (ftp://ftp.ncbi.nih.
gov/genomes/, last accessed in November 2013).
We extracted from primary literature and from
Vieira-Silva and Rocha (2010) the minimal doubling
times (d) under optimal growth condition for 223
species of bacteria. OGTs were retrieved for 222
species from the DSMZ database (http://www.dsmz.
de/microorganisms/) and from Vieira-Silva and
Rocha (2010)). Mesophiles were defined as organ-
isms with OGT over 15°C and under 60°C. In
a complementary analysis we predicted the minimal
doubling times (d,.a) and the optimal growth
temperatures (OGT,.q) from the genomic sequences
of each of the 1196 species using Growthpred with
default parameters (Vieira-Silva and Rocha, 2010).
The information related with the pathogenicity of
bacterial species was taken from the literature
(especially Brenner et al., 2005).

Analyses of phages

We retrieved the complete genomes of 831 phages
from Genbank Genomes (last accessed in November
2013). Temperate phages were identified using
PHACTS (McNair et al., 2012). When the PHACTS
probability score was not deemed confident we
searched for the presence of integrases in phages
using PFAM v26 (Finn et al., 2008). More specifi-
cally, we searched for proteins with significant hits
to the protein profiles for tyrosine (PF00589) and
serine (PF07508 and PF00239) recombinase, using
HMMERS3 with default options (Eddy, 2011). These
predictions were manually curated using the litera-
ture and the PhAnToMe database (http://www.
phantome.org).

Calculation of cell volume (V)

The volume of rods was determined from the average
cell width (W) and length (L) using the formula for
the volume of a cylinder capped by two hemispheres
(Chrzanowski et al., 1988): V= x (W/2)*(L- W)+(4/3)
7 (W/2)3. The volume of cocci was approximated by a
sphere: V=(4/3) = (W/2)%. Length, width and shapes
were retrieved from the literature (Brenner et al.,
2005).
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Detection of prophages

Prophages were detected in bacterial genomes using
Phage Finder v4.6 (Fouts, 2006) (stringent option).
We excluded all elements smaller than 18 kb, lacking
matches to core phage proteins (e.g., terminase,
capsid, head, tail proteins), or with more than 25%
of insertion sequences. The latter were detected as in
Touchon and Rocha (2007). Functionally related
genes are usually grouped in one single region of the
phage genome. Hence, elements containing several
similar functional modules (e.g., integration, lysis,
structural modules) more than 10kb apart were
considered as putative prophages coded in tandem.
These few (~1%) elements were manually curated.
Bacteria strains were considered as lysogenic when
their genome contained at least one prophage.
Bacterial species were defined as lysogenic when
at least one strain was a lysogen.

Detection of CRISPR-Cas systems

Clusters of cas genes were identified and classified
using MacSyFinder (Abby et al., 2014). CRISPR arrays
were identified following a previously published
methodology (Touchon et al., 2011).

Statistical analyses
Some of the variables used in this work were
available for every strain (such as host genome size
or the number of prophages), whereas others were
only available for one or a few strains within
a species (such as minimum doubling time). In
81% of the species only one complete genome was
available. For the remaining species we either used
all genomes (marked G in the figures) for compar-
isons between strain-specific traits or averaged
strain-specific traits values across each species
(marked S in the figures) for comparisons also
involving species-specific traits. All major conclu-
sions were controlled for the effect of phylogenetic
dependency (see Supplementary Information and
Supplementary Tables S1-S3). The data produced in
this work is provided in Supplementary Dataset S1.
Associations between continuous variables were
measured with the Spearman's rank correlation coeffi-
cient or (p) (Spearman, 1904). Associations between
continuous and categorical variables were measured
with the Wilcoxon rank-sum test (Wilcoxon, 1945). We
analyzed the distribution of prophages with stepwise
regressions. This standard statistical method consists in
a stepwise integration of the different variables in the
regression by decreasing order of contribution to the
explanation of the variance of the data (Draper and
Smith, 1998). We used the forward algorithm and the
BIC criterion for model choice in the multiple stepwise
regressions. The P-values associated with each variable
were assessed using an F-test (Draper and Smith, 1998).
We used JMP for the standard statistical analyses
(Spearman, Wilcoxon and stepwise regressions) and
the ape package in R for the analysis of phylogenetic
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dependency (Paradis et al., 2004; see Supplementary
Information).

Results

Identification and distribution of prophages in bacterial
genomes

We searched for prophages in all available 2110 fully
sequenced bacterial genomes (see Materials and
methods). It was sometimes difficult to distinguish
small partially degraded prophages from other
mobile elements. Since the genomes of dsDNA self-
transmissible temperate phages available in Gen-
Bank were all larger than 30kb long, we restricted
our search to prophages larger than 30kb. We
identified 2246 such elements. This constitutes our
main data set of prophages. Most of these prophages
encoded identifiable phage-specific functions such
as integrases (86%), terminases (78%), tail- and
baseplate-associated (79%), portal-associated (68%)
and lysis-associated (66%) proteins. Hence, they are
bona fide prophages.

We then searched for prophages between 18 and
30 kb long to assess how many prophage remnants or
unknown small variants of intact prophages we have
excluded. We identified 617 such elements. They
encoded phage-specific functions at lower frequen-
cies than in the main data set (resp. 51%, 38%, 62%,
25% and 34%), which might result from gene loss or
errors in prophage identification. Unless explicitly
stated otherwise, we present only the analyses made
with the main data set of prophages, that is, the one
including prophages larger than 30kb. The results
obtained in the analysis of the data set including
smaller prophages (>18Xkb) are qualitatively iden-
tical and can be found in Supplementary Material.
To test if the prophages in the main data set were
representative of the temperate phages present
in GenBank we compared their sizes. The prophages
were on average 48kb long. This value was not
significantly different from the average size of
dsDNA temperate phages of GenBank (44.2 kb, see
test statistics in Supplementary Figure S1). This
suggests that our data set in unbiased in terms of
prophage size.

Nearly half of the bacterial genomes contained at
least one prophage (46% of lysogens; Figure 1a).
While most lysogens had few prophages, some
encoded up to 15 elements (Figure 1a). These and
previous genomic (Casjens, 2003; Canchaya et al.,
2003b; Fouts, 2006; Roux et al., 2015) and environ-
mental analyses (Cochran and Paul, 1998; Ghosh
et al., 2008) suggest that lysogeny is very common in
bacteria.

The effect of the host genetic background on the
frequency of lysogens

The median genome size of lysogens (4.1 Mb) was
twice that of non-lysogens (2.4 Mb) (Figure 1b). We
tested if this difference could be justified by the

w
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Figure 1 Distribution of prophages among all the genomes (G) used in the analysis. (a) Distribution of the number of prophages per
genome in the two prophage data sets (>18 kb in gray, > 30 kb in black). At the top: fraction of lysogens (L+) and non-lysogens (L —) in the
two prophage data sets. (b) Box-plot of the distribution of size of the genomes (Mb) of non-lysogens (L —) and lysogens (L+) (***significant
difference: P<10~*, Wilcoxon test). The horizontal white line at the center of the box plot represents the median. The bottom and top
of the box represent the first and third quartiles. The external edges of the whiskers represent the inner 10th and 90th percentiles.
(c) Distribution of the average number (full line) and density (dash line) of prophages per host genome in function of the size of the
bacterial genome (Mb) (G). The vertical gray line separates small and average from the largest bacterial genomes. There is a significant
positive association between the host genome size and the number of prophages in the former (Spearman’s p=0.41, P<10~*) but not the
latter (Spearman’s p=-0.12, P>0.1). The association between the density of prophages and the host genome size is positive for the former
(Spearman’s p=0.35, P<10~*) and negative for the latter (Spearman’s p=—-0.21, P<10~*). Similar qualitative results were obtained in the
analysis using the complementary data sets including smaller prophages and data averaged across species (Supplementary Figure S2).

increase in bacterial genome size due to prophages.
Prophages accounted for an average of 3.1% of the
genomes of lysogens, with a maximum of 18% in
Bartonella tribocorum CIP 105476. These values
cannot justify the median genome size difference
between lysogens and non-lysogens (1.7 Mb).

The observed association between bacterial gen-
ome size and lysogeny was non-monotonic. Firstly,
we found a strong positive correlation between host
genome size and the number and the density of
prophages in genomes up to 6 Mb (Figure 1c). This
association was not exclusively caused by the
absence of prophages in the small genomes of
obligatory endomutualists, since it remained valid
in the range 3-6 Mb (lacking obligatory endomutu-
alists). Secondly, bacteria with genomes larger than
6 Mb, which accounted for 12% of the species in our
data set, showed no significant correlation between
host genome size and the number of prophages.
Instead, they showed a negative correlation between
host genome size and prophage density (Figure 1c).
It must be noted that most of these bacteria are
lysogens (77%). Overall, these results show a strong
positive association between bacterial genome size
and the frequency of prophages in genomes smaller
than 6 Mb and no association in the largest genomes.

Smaller bacterial genomes are more compact and
have fewer accessory genes. This might lead to the
selection of temperate phages with smaller genomes
in these hosts. This does not seem to be the case,
since we found no correlation between the average
size of prophages and the host genome size (Spear-
man’s p=0.01, P>0.8).

We analyzed the association between CRISPR-Cas
systems and lysogeny (see Materials and methods).
These systems were present in 47% of the genomes,
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which is consistent with previous estimates (Grissa
et al., 2007). Intriguingly, lysogens were more likely
to encode CRISPR-Cas systems (Figure 2a). Among
lysogens, the number of prophages was not corre-
lated with the presence of these systems (P> 0.6,
Wilcoxon test). Type III CRISPR-Cas systems were
relatively rare in the data set (8% of all the genomes).
Contrary to the general trend, bacteria encoding
these specific systems carried fewer prophages and
were less likely to be lysogens than the others
(Figure 2b and Supplementary Figure S3).

The number of spacers in CRISPR arrays is
a measure of the number of sequences targeted by
the system, and presumably of its capacity to provide
protection against phages. Within genomes encoding
CRISPR-Cas systems, lysogens had 30% fewer CRISPR
spacers than non-lysogens (P<107*, y* test). Further-
more, we found a negative association between the
number of spacers in CRISPR arrays and the number
of prophages in lysogens (Figure 2c¢). These results
show a complex association between CRISPR-Cas
systems and lysogeny: lysogens tend to encode
CRISPR-Cas systems with small arrays of spacers,
whereas non-lysogens are more likely to either lack
these systems or encode long arrays of spacers. When
all the genomes were put together, there was no
association between the number of CRISPR-Cas
spacers and the number of prophages (Spearman’s
p=0.04, P>0.1). As a result, this variable was not
used in the multivariate analyses below.

The effect of bacterial life-history traits on the frequency
of lysogens

We tested the effect of bacterial life-history traits on
the distribution of prophages. Most of these variables
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were only available at the species level, but 19% of the  no evidence for an association between the average
species in our data set were represented by more than  cell volume and lysogeny.
one genome. We averaged the strain-specific data, such The OGT was not associated with lysogeny
as genome size and number of prophages, across species  (Figure 3b, see Materials and methods). There was
(marked S in the figures). Initially, we restricted the  also no association between the average number of
analysis to species with published data on bacterial cell ~ prophages and OGT among lysogens (Spearman’s
volume (139 species), pathogenicity (668 species), OGT ~ p=-0.06, P>0.5). The statistical power of this
(222) and minimal doubling time under optimal growth  analysis is weak because 202 of the 222 species with
conditions (223). We could complement some of these =~ known OGT were mesophiles. We increased the size
analyses with computational predictions of the traits for ~ of the data set by a factor of five by predicting OGT
the remaining species (see Materials and methods). (OGTpeq) for all the species. OGT can be predicted
Lysogens and non-lysogens showed no significant ~ with high accuracy using protein sequences
differences in the average cell volume (Figure 3a; see (Zeldovich et al., 2007) (see Materials and methods).
also Materials and methods). Among lysogens, we In this larger data set, the difference in OGTea
found no significant correlation between the average  between lysogens and non-lysogens remained non-
number of prophages carried by the genomes of a  significant when controlling for bacterial genome
given species and the average volume of the corre-  size (Supplementary Figure S5). Accordingly, the
sponding cells after controlling for the host genome  abundance of prophages was independent of OGT eq
size (Supplementary Figure S4). These results show  among lysogens (Spearman’s p=-0.007, P>0.8).
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Figure 2 Analysis of the association between CRISPR-Cas systems and lysogeny among all the bacterial genomes (G). (a) Presence of
CRISPR-Cas systems among lysogens (52%, L+) and non-lysogens (43%, L —) (***significant difference: P<10~*, y2 test). (b) Distribution
of the number of prophages per bacterial genome in lysogens (L+) in function of the presence of the different CRISPR-Cas systems (I, II, III)
or when they are all absent (C-). Bacterial genomes encoding type III systems have fewer prophages than the others (***P<10~* and
**P<10~?, Wilcoxon test). Arrows indicate medians. (c) Distribution of the number of spacers in CRISPR arrays of bacterial genomes
encoding CRISPR-Cas systems (C+) in function of the number of prophages per bacterial genome (Spearman’s p=-0.21, P<10~*).
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Figure 3 Analysis of the effect of species' (S) life-history traits on the distribution of lysogens. Box-plots of the distribution of the
average cell volume (a) and optimal growth temperature (OGT, b) among the species with lysogens (red, L+) or lacking them (black, L. —)
(NS — nonsignificant differences: P> 0.1, Wilcoxon test). (¢) Proportion of species including bacterial pathogens (green, P+) or lacking them
(black, P—) among species with lysogens (L+) or lacking them (L-) (**significant difference: P<10~%; y* test). Differences remained
significant when controlling for genome size (P<10~*, stepwise regression) and phylogeny (P<10~*, generalized estimation equations
analysis). (d) Box-plot of the distribution of the minimal doubling time under optimal conditions (d) among species with lysogens (L+) or
lacking them (L -) (***significant difference: P<10~*, Wilcoxon test). Differences remained significant when controlling for bacterial
genome size and phylogeny (P<10~*, generalized estimation equations analysis). (e) Proportion of fast (dark brown) and slow growers
(light brown) among non-lysogens (L —) and lysogens (L+) (***significant difference: P<10~*, * test). Arrows indicate medians.
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To test the association between virulence and the
frequency of lysogens, we classed bacterial species
into pathogens and non-pathogens (see Materials and
methods). Such classifications are always coarse-
grained descriptions of reality, since pathogenicity
varies between strains, and depends on the eukar-
yotic host genetic background and physiological
state. It is also difficult to class unambiguously some
opportunistic bacteria (Pirofski and Casadevall,
2012). Nevertheless, species including pathogens
were slightly more likely to contain prophages (see
statistics in Figure 3c and Supplementary Figure S6).
The observed difference might seem small, but
pathogens in our data set have smaller genomes
than the non-pathogens (P<0.03, median test).
Accordingly, the frequency of prophages was higher
in pathogens than in non-pathogens in all bins
of genome size (see statistics in Supplementary
Figure S6).

Finally, we tested the hypothesis that growth-
related life-history traits affect the distribution
of lysogens. We used the information on minimal
doubling time under optimal conditions (d) to class
bacterial species into fast growers (d<2.5 h) or slow
growers (d>2.5h), as previously suggested (Vieira-
Silva and Rocha, 2010). Strikingly, we found that the
minimal doubling time of lysogens was on average
five times shorter than that of non-lysogens
(Figure 3d). In fact, most bacterial species with
lysogens were fast growers while most others were
slow growers (Figure 3e). We found a weak and
nonsignificant negative correlation between the
average number of prophages in lysogens and their
minimal doubling time (Spearman’s p=-0.1,
P>0.1). To test these conclusions in a larger data
set, we predicted the minimal doubling time of the
1196 bacterial species used in this study with
Growthpred (see Materials and methods). The
negative association between the minimal doubling
time and the average number of prophages per host
genome was highly significant in this much larger
data set (Spearman’s p=-0.36, P<10~*), indepen-
dently of host genome size (Supplementary
Figure S7 and Supplementary Table S2).

Multivariate analysis of the variables associated with
lysogeny

We found significant associations between the
frequency of lysogens and host genome size, patho-
genicity, and minimal doubling time. These associa-
tions were partly independent. The significant
association between minimal doubling time and the
average number of prophages is observed among
bacterial pathogens (Spearman’s p=-0.48, P<10~ %)
and non-pathogens (Spearman’s p=-0.22, P<10~%
Figure 4). The associations between the frequency of
lysogens and both minimal doubling time and host
genome size were strictly independent. We had
previously shown that minimal doubling time and
genome size do not correlate (Vieira-Silva and Rocha,
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Figure 4 Distribution of the average number of prophages per
bacterial genome in function of bacterial traits. The arrows on
the left of the graph indicate the average number of prophages per
genome (averaged across species) in each subset. The number of
prophages per bacterial genome increases significantly with
the host genome size in all cases (***P<10-*, the values of
Spearman’s p are reported for each analysis), except among
non-pathogenic (P -) fast growers (Spearman’s p=0.11, P>0.1).

2010). In the present data set slow and fast growers
had similar median genome sizes (Supplementary
Figure S7, both ~3.3Mb, P>0.8, median test). The
analysis restricted to fast growers showed that patho-
genic bacteria had more prophages than the others
(P<10~*, Wilcoxon test), even if their genomes were of
similar median size (P> 0.5, median test).

We used stepwise multiple regressions to test the
joint effects of the three variables and to identify
which variables explained more of the variance in
the distribution of prophages (see Materials and
methods). All three variables contributed signifi-
cantly for the statistical model (BIC criterion,
Supplementary Table S4). The minimal doubling
time accounted for most (66%) of the explained
variance, followed by host genome size (23%) and
pathogenicity (11%). We extended the stepwise
regression analysis to measure the interaction terms
between variables, but none passed the BIC criterion.

We showed above that bacterial genome size and
the frequency of lysogens were correlated only for
bacterial genomes smaller than 6 Mb (Figure 1).
When we restricted our regression analysis to the
bacterial genomes in this range of genome size, we
obtained similar results (Supplementary Table S4).
In this case, the minimal doubling time accounted
for 63% of the explained variance.

The stepwise regression using all the data explained
a small fraction of the variance (R*=0.14, P<10~%
Supplementary Table S4). This might be due to
inaccuracies in the life-history traits data to the small
number of prophages per genome (that affect the
statistical power of linear models), and especially
to epidemiological factors increasing intra-species
variance. The life-history traits (for which
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phylogenetic studies are available) vary significantly
only at large evolutionary scales (Galtier et al., 1999;
Vieira-Silva et al., 2011). As a consequence, they
might be more relevant to explain inter-species than
intra-species variations in lysogeny. We tested if the
inter-species variation was significant when account-
ing for intra-species variation, as suggested in Stearns
(1977). To analyze the differences between species
while reducing the effect of intra-species variation,
we averaged the number of prophages per species in
the set of 60 species for which there were at least five
complete genomes. These species were represented by
718 genomes (34% of the data set). The stepwise
regression using the 60 species showed an R of 0.41
(P<10~*% Supplementary Table S4), of which 78%
was associated with the minimal doubling time. We
varied the minimal number of genomes per species
required to include a species in the analysis from 4 to
10 to test if this affected out conclusions. Our results
show that this had little effect in the quality of the
stepwise regression (Supplementary Figure S8).

The temperate phages of some bacterial phyla are
poorly characterized. To test if this affected our
study, we used stepwise regressions to analyze the
data from Proteobacteria (which are 51% of all the
bacterial genomes <6 Mb). This analysis also placed
minimal doubling time as the most important
explanatory variable, showing a switch in the
relative order of the variables related with bacterial
pathogenicity and genome size (Supplementary
Table S4). Finally, we conducted the complementary
analysis and removed Proteobacteria from the
analysis. In this case the effects of minimal doubling
time and the host genome size on the frequency of
prophages remained significant (Supplementary
Table S4), but the contribution of the pathogenicity
was not significant. However, most large clades
outside Proteobacteria had small genomes, fewer
prophages and most species were non-pathogenic
(Supplementary Table S5). This decreased the
statistical power of the analysis.

Discussion

The traits analyzed in this work explained over 40%
of the variance between species when multiple
genomes were available, but seemed to explain
much less of the intra-species variation. Epidemio-
logical variables, such as the environment where
the strain was isolated, might be more appropriate to
model the variation of the number of prophages
within species. Several other factors may have
affected our results, including the accuracy of
prophage detection, the biased taxonomic character-
istics of the genome reference data set and the
quality of the data characterizing species’ traits.
These problems grow in importance when species
are distant from well-studied model systems.
For example, one of the three variables of the
stepwise regression was no longer significant when

@

we excluded the genomes from Proteobacteria from
the analysis. Nevertheless, we found qualitatively
similar trends, even if quantitatively different results,
in our numerous controls, which included minimal
size threshold for prophages, data acquisition (litera-
ture and computed data), phylogenetic dependency
and restricted range of host genome size.

We found no significant association between the
frequency of lysogens and the OGT or the average
cell volume. Most phages infect a relatively narrow
range of hosts that have similar traits in terms of OGT
and average cell volume. The lytic-lysogeny deci-
sion evolves in response to the outcomes of previous
host—phage infections in this range of hosts (Hyman
and Abedon, 2010). It will evolve in function of
temperature and cell size deviations relative to these
absolute values, not the absolute values themselves,
because these deviations provide information on the
relative opportunity costs of lysogeny and lysis.
Previous experimental works showed that lysogeny
is shaped by the variability of prokaryotic physiology
(Maurice et al, 2013), and specifically that
lysogeny is favored under suboptimal temperatures
and in cells smaller than the species' average
(Bertani, 1954; St-Pierre and Endy, 2008; Shan
et al., 2014). These deviations might drive some of
observed intra-species variations in lysogeny.

CRISPR-Cas systems can prevent infections by
phages when they carry spacers matching their
sequences. This explains why genomes encoding
systems with many spacers have fewer prophages,
but not why bacteria with type I and type II systems
are more likely to be lysogens. Recent studies have
shown a poor correlation between the presence of
these CRISPR-Cas systems and the rate of horizontal
gene transfer (Touchon et al., 2011; Gophna et al.,
2015). If CRISPR-Cas systems with few spacers are
not actively involved in immune defense against
phages, as previously proposed (Touchon and
Rocha, 2010; Westra et al., 2014), and if systems
with many spacers actively protect bacteria from
these elements, then our results can be reconciled
with the previous experimental works: systems with
long arrays prevent phage infection, resulting in few
prophages in genomes, whereas the others have little
impact on lysogeny.

While many lysogens encoded type I and type II
CRISPR-Cas systems, very few encoded type III
systems. Recent works suggested that type III-A
CRISPR-Cas systems allow hosts to control their
prophages (Goldberg et al., 2014). Phages infecting
bacteria carrying these systems might have evolved
to avoid lysogeny, leading to the observed negative
association between lysogeny and the presence of
type III systems.

We confirmed that few small bacterial genomes are
lysogens. We also observed that lysogens had much
larger genome sizes than would be expected given
the cumulated length of the prophages they contain.
Why would larger genomes have more prophages?
Larger genomes are expected to have more neutral

~
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targets for phage integration, facilitating the accu-
mulation of these elements (Figure 5) (Bobay et al.,
2013). Larger genomes might directly result from the
long-term accumulation of genes transferred by
phages, for example, in lineages enduring frequent
infections by phages. Yet, none of these hypotheses
explains why this trend did not affect genomes larger
than 6 Mb. If larger genomes resulted from intense
selection for functional diversification by horizontal
transfer, then selection for transfer might itself lead
to mechanisms facilitating prophage acquisition
(Cordero and Hogeweg, 2009; Smillie et al., 2010).
Selection for phage-related genes might saturate
in the largest genomes because they contain many
prophages. Alternatively, bacteria with many pro-
phages might be very effective in preventing further
phage infection (because prophages prevent infec-
tion by other phages), leading to the saturation of the
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number of prophages in larger genomes. Future work
will be needed to quantify and disentangle the effects
of host genome size on lysogeny and of lysogeny on
host genome size.

We uncovered a strong negative association
between minimal doubling times under optimal
growth conditions and the frequency of lysogens.
Minimal doubling times under optimal growth
conditions and average doubling times across the
diversity of conditions encountered by bacteria are
not necessarily correlated (Boyce, 1984). Actually,
the bacteria with the largest estimated effective
population sizes are slow growers (Vieira-Silva
et al., 2011). The minimal doubling time is best
interpreted as a key life-history trait associated with
the r/K selection theory (Boyce, 1984) or with the
choice between oligotrophic and copiotrophic life-
styles (Koch, 2001). Fast growers have population

LIFE-HISTORY TRAITS

d Opportunity costs of lysogeny

\AA

A

Bacterial population size

__Times
T —7 T 7 "= Cellmass

A

fast-growers
pathogens

free-living bacteria
slow-growers

Opportunity costs of lysogeny

Figure 5 Genetic and life-history traits affecting the distribution of lysogens. (a) The number of neutral targets increases with the host
genome size favoring phage integration. (b) Co-option of phage-related functions in degraded genetic elements increases with the number
of prophages, and thus with the host genome size. After a certain time the few genes remaining in the bacterial genome may be too few or
uncharacteristic to be detected as prophages. (c) Larger genomes have more accessory traits. (d) Fluctuating environmental conditions
drive rapid expansion and contraction of bacterial populations (A), which are more important for fast growers and pathogenic bacteria
than for slow growers and free-living bacteria (relative to pathogens with similar minimal doubling times). These fluctuations are
associated with variations in cell mass and thus with burst size. They may also be associated with ecological conditions that constrain the
Iytic-lysogeny decision (such as the availability of susceptible hosts).
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dynamics of alternating periods of feast and famine
that are associated with large variations in growth
rates and cell mass (Bremer and Dennis, 1996;
Koch, 2001). The opportunity costs of lysogeny
in these bacteria are very dependent on the
host growth conditions at the time of infection
(Figure 5). When environments are suitable, bac-
teria grow fast, the cell mass increases and popula-
tions are dense. This favors lytic over lysogenic
cycles. Under conditions of slow bacterial growth,
these populations remain at low densities and
provide few resources for the production of virions;
this favors lysogeny in waiting for more propitious
conditions for the lytic cycle. The opportunity costs of
lysogeny are generally less rewarding when phages
infect slow growers because the host provides less
variable resources for the production of virions. The
ability to grow very fast under optimal conditions
affects population dynamics (Koch, 2001), genome
organization (Vieira-Silva and Rocha, 2010) and
protein evolution (Vieira-Silva et al., 2011). Our
results suggest it also shapes the outcome of the
interactions between bacteria and phages.

One could speculate that the low frequency of
lysogens among slow growers could be caused by
lower numbers of phages infecting these bacteria.
In this case, virulent phages infecting slow-
growing bacteria might also be rare. The little
evidence available argues against this specula-
tion, since many virulent phages of slow growers
have been described in clades that lack lysogens
in our analyses. For example, the population
dynamics of cyanobacteria (slow growers and
rarely lysogens) and other slow-growing marine
heterotrophs are strongly affected by the numer-
ous virulent viruses that infect them (Fuhrman,
1999; Wilhelm and Suttle, 1999; Winter et al.,
2010). There are also many virulent phages
infecting clinical and environmental mycobac-
teria (Hatfull, 2010), all of which are slow growing
according to our classification, but we identified
few lysogens among them.

Our analyses suggest that lysogeny could be
favored in bacterial pathogens. This could be
explained by the virulence factors encoded by
prophages (Wagner and Waldor, 2002; Brussow
et al., 2004), by the pathogens' peculiar cycles of
population expansion and contraction (resembling
those of fast growers, see above) and by the use of
prophage induction as a biological weapon during
colonization of a new niche (Bossi et al., 2003;
Gama et al., 2013). The relative importance of these
factors, if any, is not known.

Our work has shown associations between lyso-
geny and host genetic and life-history traits. These
associations contribute to explain the rarity of
prophages in certain clades, for example, those
associated with small genomes or slow growth.
Since prophages are one of the major sources of
diversification of bacterial genomes, these traits may
indirectly affect the evolvability of bacteria.
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The following article describes the discovery of a new defense pathway in Staphylo-
cocci. The defense pathways relies on the activation of Stk2, a serine/threonine ki-
nase by a phage protein called PacK. I contributed to Figure 1, supplementary Ta-
ble S2 and supplementary Table S3 by describing the distribution of Stk2 in differ-
ent Staphylococci and by identifying PacK homologs in diverse phages.
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SUMMARY

Organisms from all domains of life are infected
by viruses. In eukaryotes, serine/threonine kinases
play a central role in antiviral response. Bacteria,
however, are not commonly known to use protein
phosphorylation as part of their defense against
phages. Here we identify Stk2, a staphylococcal
serine/threonine kinase that provides efficient immu-
nity against bacteriophages by inducing abortive
infection. A phage protein of unknown function acti-
vates the Stk2 kinase. This leads to the Stk2-depen-
dent phosphorylation of several proteins involved in
translation, global transcription control, cell-cycle
control, stress response, DNA topology, DNA repair,
and central metabolism. Bacterial host cells die as a
consequence of Stk2 activation, thereby preventing
propagation of the phage to the rest of the bacterial
population. Our work shows that mechanisms of viral
defense that rely on protein phosphorylation consti-
tute a conserved antiviral strategy across multiple
domains of life.

INTRODUCTION

The arms race between bacteria and phages has led to the
evolution of many bacterial defense systems that can act at
every stage of the phage life cycle, blocking phage adsorption,
DNA injection, degrading phage DNA, and interfering with phage
replication or the production of phage proteins (Labrie et al.,
2010). These defense systems are mechanistically diverse and
can vary considerably among bacterial species or even among
different isolates of a particular species. At a glance, bacterial
defense against phages has little in common with eukaryotic
antiviral systems. In plants, defense is primarily conducted
via RNAI, while in vertebrates, pattern-recognition receptors
(PRRs) recognize nucleic acids and proteins from pathogens
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and activate the interferon, proinflamatory, and adaptive immune
responses (Kanneganti, 2010; Palm and Medzhitov, 2009; Pum-
plin and Voinnet, 2013; Sadler and Williams, 2008). Serine/
threonine kinases (STKs) play a critical role at different stages
of the antiviral response in both plants and vertebrates. They
behave as switches that are activated by phosphorylation of
one or several residues in an activation loop (Huse and Kuriyan,
2002). Some STKs, such as the interferon-induced, dsRNA (dou-
ble-stranded RNA)-activated protein kinase (PKR) in mammals,
can also directly sense and interfere with viruses (Yan and
Chen, 2012). Upon activation by dsRNA, PKR phosphorylates
the translation initiation factor elF2q, blocking translation and
viral protein synthesis. A similar mechanism was also recently
described in plants. The NIK1 STK of Arabidopsis was shown
to phosphorylate the ribosomal protein L10 and globally sup-
press translation as an antiviral immunity strategy (Zorzatto
et al., 2015).

STKs were assumed for a long time to exist only in eukaryotes,
but eukaryotic-like STKs (eSTKs) have now been found in most
bacterial clades, where they have been implicated in a variety
of functions including cell-cycle control, exit of dormancy, cell
wall synthesis, cell division, control of the central metabolism,
and virulence (Pereira et al., 2011). Unlike eukaryotes, bacteria
are generally not known to use STKs in viral defense. An excep-
tion to this is the pgl phage defense system from Streptomyces
coelicolor and the related BREX (bacteriophage exclusion) sys-
tems, which are thought to exist in many unrelated bacteria
(Goldfarb et al., 2015; Hoskisson et al., 2015; Sumby and Smith,
2002). These systems include an STK known as PgIW for which
kinase activity was confirmed in vitro; however, its exact role in
the defense pathway is not yet understood (Hoskisson et al.,
2015). Also of note is the discovery of a prophage-encoded tyro-
sine kinase that excludes superinfection by phage HK97 in
Escherichia coli (Friedman et al., 2011).

Here we report the discovery of an eSTK involved in phage
defense in Staphylococci. The Stk2 protein is activated when a
specific phage protein, Pack, is present in the cell. The activation
of Stk2 results in cell death through phosphorylation of pro-
teins involved in essential cellular processes, including transla-
tion, transcription, control of cell cycle, and others. Infected cells
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die before releasing infectious phages, thereby protecting
neighboring bacteria. This altruistic defense strategy is known
as abortive infection (Abi) and can be performed by mechani-
cally diverse systems (Chopin et al., 2005). Staphylococci carry
another STK known as Stk1 or PknB, which is important for cell
wall structure, antimicrobial resistance, and virulence (Beltramini
et al., 2009; Débarbouillé et al., 2009; Donat et al., 2009; Truong-
Bolduc et al., 2008). The existence of a second STK, known as
Stk2, present in only some isolates of S. aureus, was noted in a
few studies, but its function remained mysterious (Débarbouillé
et al., 2009; Didier et al., 2010). We now demonstrate that
Stk2 provides immunity against bacteriophages through an Abi
mechanism. Interestingly, the Stk1 kinase is also involved in
this defense pathway, suggesting a phosphorylation cascade
reminiscent of eukaryotic viral defense pathways.

RESULTS

Discovery of stk2, a Bacteriophage Defense Kinase

We isolated a temperate phage of Staphylococcus epidermidis,
CNPXx, a 43 kb Siphoviridae with 90.2% overall nucleotide iden-
tity to phage CNPH82 (Daniel et al., 2007). CNPx was isolated on
strain LM1680, a derivative of S. epidermidis RP62A carrying a
large deletion that includes a type IlI-A CRISPR system and a
type | restriction modification (RM) system (Hatoum-Aslan
et al., 2014). Interestingly, CNPx does not infect strain RP62A,
suggesting that the region deleted in LM1680 contains a defense
system, possibly the CRISPR or the type | RM, that blocks infec-
tion by this phage. To narrow down the position of the defense
system, we tested the ability of CNPx to infect a collection of
RP62A derivatives, obtained by Marraffini and colleagues, that
carry various deletions of this region (Jiang et al., 2013). This
analysis allowed us to identify an ~16 kb candidate region that
carries the phage defense system (Figure 1A). To our surprise,
this region did not include the type | RM system or the CRISPR
system; instead, it contained a number of hypothetical proteins
as well as an operon involved in potassium transport and asso-
ciated regulatory genes (Table S1, available online). Genes cod-
ing for the hypothetical proteins were cloned either alone or two
at atime on plasmid pC194, which is present in ~15 copies in the
cell (Novick, 1989). The resulting plasmids (pDB31, pDB32,
pDB33, and pDB34) were introduced by electrotransformation
in strain LM1680, and the bacteria were tested for sensitivity to
phage CNPx. The pDB31 plasmid-carrying gene SERP2479 pro-
vided strong resistance (efficiency of plaquing [EOP] < 1079),
while the other genes carried by plasmids pDB32, pDB33, and
pDB34 did not have any effect on the susceptibility of the strain
to the phage (Figure 1B).

SERP2479 contains an STK domain that is easily identified
by a prediction algorithm such as hhmer or CD-search (Fig-
ure 2A) (Finn et al., 2011; Marchler-Bauer and Bryant, 2004).
Proteins identical to SERP2479 are found in several strains
of Staphylococcus aureus (Figure 1C). In particular, protein
SA0077, whose sequence is 100% identical to SERP2479,
was previously described in S. aureus strain N315. It was named
Stk2 and shown to phosphorylate the virulence regulator
SarA in vitro, but could not be assigned a physiological role
(Didier et al., 2010). Closely related proteins are also present in
more distantly related Firmicutes, including some Bacilli and
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Streptococci (Table S2). In addition to the kinase domain, a
distinctive feature of these proteins is the presence of large
N-terminal and C-terminal domains of unidentified fold or
function.

Stk2 Provides Phage Resistance in Staphylococci

To investigate the scope and significance of our finding, we
decided to test whether stk2 could also block phage infection
in S. aureus. The pDB31 plasmid, carrying stk2 under the control
of its wild-type promoter, was introduced by electrotransforma-
tion in several S. aureus strains (TB4, NCTC8325-4, and
RN4220) that do not carry stk2 in their chromosome (Bae
et al,, 2006; Nair et al., 2011). Stk2 provided strong resis-
tance to phage phiNM1 in all backgrounds (Table S3). Strain
RN4220 is a derivative of S. aureus strain NCTC8325, which is
easy to manipulate but is generally not considered to be a
good model strain for the study of bacterial virulence (Nair
et al., 2011). Nonetheless, since the phage resistance pheno-
type provided by stk2 was identical in all tested strains, we
decided to use RN4220 for the remainder of this study. We
tested the ability of plasmid pDB31 to confer resistance to infec-
tion by different phages in the RN4220 background, including
five Siphoviridae (phage 80alpha, phage 85, phiNM1, phiNM2,
and phiNM4) and one Twort-like Myoviridae (phage StaphiN)
(Bae et al., 2006; t.obocka et al., 2012). Stk2 provided resistance
against all tested Siphoviridae, but not against the Twort-like
phage (Table S3).

Characterization of the Stk2 Kinase Activity

The stk2 gene was cloned with a 6x His N-terminal tag in
plasmid pET15b and introduced in E. coli BL21 (DE3). Upon in-
duction with IPTG, efficient overproduction of His6-Stk2 fusion
protein was obtained, though in the form of inclusion bodies.
The His6-Stk2 product was then purified by a denaturation/
renaturation method using guanidinium chloride, followed by a
step of purification on an affinity column. Finally, the linked
His6 was removed through proteolysis by thrombin (Figure 2B).
Autophosphorylation activity was tested in the presence of
various divalent cations: Mn2+, Mg2+, Ca?*, Zn2+, and Co2+
(Figure 2C). It was observed that purified Stk2 was significantly
labeled in vitro in the presence of [y-32P] ATP and Mn2+ (Fig-
ure 2C, lane 4). The ability of Stk2 to autophosphorylate in these
conditions indicates that it displays intrinsic kinase activity. To
exclude the possibility of contamination by an exogenous ki-
nase, the invariant lysine 152, involved in the binding of the
ATP phosphoryl donor (Figure 2A), was mutated to isoleucine.
As expected, Stk2-K152| could no longer autophosphorylate
(Figure 2B, lane 5).

The phosphoamino acid content of the labeled protein was
determined after acid hydrolysis and two-dimensional analysis
(Duclos et al., 1991). Both phosphoserine and phosphothreo-
nine were revealed on the corresponding autoradiogram (Fig-
ure 2D), indicating that Stk2 was modified exclusively on these
two types of residues. NanoLC/nano-spray/tandem mass spec-
trometry was then used for the identification of phosphorylated
peptides and for the localization of the phosphorylation sites in
Stk2 (Molle et al., 2006). Nine phosphorylation sites could be
identified, including three sites in the activation loop of Stk2
(8272, T275, and T278) (Figure 2A). Various mutated proteins
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Figure 1. Discovery of a Phage Defense System in S. epidermidis Strain RP62A
(A) Strains with various deletions in the region of the CRISPR locus (numbered as in Jiang et al., 2013) were screened for sensitivity to bacteriophage CNPx. Open

reading frames (ORFs) in the genomic region are represented in green. Each ho

rizontal line represents a strain and the line is discontinued in the deleted region.

Blue lines indicate strains sensitive to phage CNPx while red lines indicate resistance. The region that is sufficient to provide resistance is highlighted in purple.
The exact position of the candidate region is 2535598-2551561 (GenBank: NC_002976) and the ORFs it contains are described in Table S1.

(B) ORFs contained in the candidate region were cloned either alone or two at a time on plasmid pC194 to give plasmids pDB31 (serp2479, stk2), pDB32 (serp2480),
pDB33 (serp2481 + serp2482), and pDB34 (serp2483 + serp2484) (see Table S1). Efficiency of plaquing (EOP) of phage CNPx is reported on S. epidermidis strain

LM1680 containing these different plasmids (mean + SD, n = 3). No plaques were

recovered in bacteria carrying gene Serp2479 (stk2) (EOP detection limit of 10~5).

(C) A tree of Staphylococci was constructed based on the assembled complete genomes available in GenBank. Red indicates the presence of proteins with a

minimum of 90% identity to Stk2 (SERP2479) over 100% of the sequence length
present in this tree and are reported in Table S2.

were produced and purified, and the effect of substitution of
the different residues to alanine on kinase activity was analyzed
by measuring autophosphorylation activity (Figure 2E). Kinase
activity was completely abolished when the substitution was
on T147, S272, T275, and T278. In contrast, substitution of
S246 had no effect on the activity of Stk2, and replacement
of S163, S337, and S360 unexpectedly increased Stk2 activ-
ity. Altogether, these results show that Stk2 is indeed an
active STK.

To confirm in vivo that the kinase activity of Stk2 is required for
the phage defense phenotype, we mutated conserved residues:
K152 in the ATP-binding loop, the predicted catalytic aspartate
D243, and the T275 autophosphorylation residue in the activa-
tion loop (Figure 2A). All alleles were introduced in S. aureus
strain RN4220 and tested for sensitivity to phage phiNM1 (Fig-
ure 3A). As expected, all mutants showed sensitivity to the
phage.

. More distantly related proteins were also identified in Staphylococci that are not

Stk2 Triggers Cell Death

Several assays were performed to understand the mechanism of
protection provided by Stk2. We first tested whether it could
affect phage adsorption. Cells carrying plasmid pDB31 or the
control pC194 were both able to adsorb 99% of the phiNM1
phage particles. However, infection of growing cells carrying
stk2 (pDB31) by phage phiNM1 at high MOl led to an interruption
in the growth of the culture (Figure 3B). This result stands in clear
contrast to the lysis observed for cells that lack stk2 and are sen-
sitive to the phage. Consistent with this observation, ~3,000x
fewer phage particles are recovered after infection of cells car-
rying stk2 relative to cells without stk2 (Figure 3C). Also, mea-
surement of the efficiency of center of infection (ECOI) in the
presence of stk2 indicates that only 0.4% =+ 0.08% of cells
receiving the phiNM1 phage are able to release functional
phiNM1 particles. Plating a culture of cells carrying stk2 after
infection reveals that most cells are dead; only ~5% of cells
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form colonies (Figure 3C). This shows that stk2 mediates cell
death and acts as an Abi system, killing bacteria upon infection
to prevent phage propagation (Abedon, 2012).

It is worth nothing that the number of bacteria that survive
phiNM1 infection is similar in the presence and absence of
stk2 (Figure 3C). Wild-type RN4220 cells can survive phiNM1
infection when the phage enters lysogeny and integrates
in the genome. Interestingly, analysis of cells that survive
phiNM1 infection in the presence of stk2 revealed that some
(3/8) had lysogenized phage phiNM1, while the remainder
(5/8) most likely did not receive a phiNM1 phage patrticle, elim-
inated the phage without dying, or mutated its receptor (Fig-
ure S1A). These results suggest that stk2 kills staphylococci
only if the phage enters its lytic cycle. To confirm this, we
sought to induce the lytic cycle of phage phiNM1 lysogenized
in cells carrying stk2 or a control plasmid (Figure 3D). Pro-
phages were induced with mitomycin C. In the presence
of stk2, the culture stopped growing but did not lyse. In
agreement with this observation, 3*10*-fold fewer phage par-
ticles were recovered after induction of cells carrying stk2
compared to cells carrying the control plasmid (Figure 3D).
Note that in the absence of mitomycin C, phage phiNM1 is
spontaneously induced at a lower rate. Under these condi-
tions, the presence of stk2 also limits the number of phages
released. Altogether, these experiments demonstrate that
presence of phage DNA is not recognized by Stk2; instead,
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Figure 2. Stk2Is an Active Serine/Threonine
Kinase

(A) Schematic presentation of the position of
phosphoresidues in protein Stk2 and location of
different domains. The kinase domain, the acti-
vation loop, the cystein-rich region, and the posi-
tion of the residues K152 and D243 are shown.
The position of phosphoresidues is indicated by
dotted bars. Residues in red were also shown to
be phosphorylated in vivo (see Table S7).

(B) SDS-PAGE analysis of purified Stk2 (lane 2)
and Stk2 mutant K152l (lane 3) after staining with
Coomassie blue. Molecular mass standards are
shown on the left (lane 1). Autophosphorylation of
Stk2 (lane 4) and mutant K152I (lane 5) in the
presence of radioactive [y-32P] ATP is shown.
Radioactive molecules were detected by autora-
diography.

(C) Effect of cations on Stk2 autophosphorylation
activity in vitro.

(D) Two-dimensional analysis of phosphorylated
amino acids in Stk2. The acid-stable phosphoa-
mino acids from [y-32P]-labeled Stk2 were sepa-
rated by electrophoresis in the first dimension
(1D), followed by ascending chromatography in
the second dimension (2D). P-Tyr (phosphotyr-
osine), P-Ser (phosphoserine), and P-Thr (phos-
phothreonine) were located by ninhydrin staining.
Phosphorylated molecules were revealed by
autoradiography.

(E) Effect of mutations on the kinase activity of
Stk2. Purified wild-type and mutants of Stk2 were
incubated in the presence of radioactive [y-32P]
ATP, proteins were separated by SDS-PAGE, and
radioactive molecules were detected by autora-
diography.

the Abi phenotype of Stk2 is only triggered during the lytic cy-
cle of the phage.

Identification of the Stk2 Activation Factor

In the pDB31 plasmid used here, stk2 is expressed under the
control of its wild-type promoter. To understand whether the
transcriptional control of stk2 is important for the Abi pheno-
type, we cloned stk2 under the control of a Ptet promoter
(Table S5). Resistance to phage was only observed upon induc-
tion of Stk2 with anhydrotetracycline (aTc), and overexpression
of Stk2 on its own did not lead to any growth defect (Figure S1B).
These results clearly show that the Abi phenotype is only
induced in the presence of the phage, and that the natural tran-
scriptional control of stk2 is not required. Thus, as expected,
Stk2 likely behaves as a protein switch that is activated upon
phage infection. While Stk2 is able to rapidly autophosphorylate
in vitro, we believe that it is not active in the absence of phage
infection in vivo.

To understand what might activate Stk2, we isolated phage
mutants capable of infecting S. aureus strain RN4220 carrying
pDB31. The EOP of phage phiNM1 on cells carrying stk2 is
only 51077 (Table S3). Nonetheless, some plaques can be
recovered and propagated on cells expressing stk2 (Figure S2A).
Phages isolated in this way retain the ability to infect cells
carrying stk2 even after being passaged on cells lacking stk2,
suggesting that the new phenotype is the result of mutation
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Figure 3. The Stk2 Kinase Triggers Cell Death during the Phage Lytic Cycle
(A) EOP of phage phiNM1 on RN4220 S. aureus cells in the presence of the wild-type Stk2 protein (pDB31) or various mutants: K152Q (pDB81), D243A (pDB82),

and T275A (pDB83).
(B) Growth curve of S. aureus RN4220 carrying control plasmid pC194 or pDB3

1 (pC194Qstk2). Phage phiNM1 was added after 1 hr of growth at an MOI of 10.

(C) PFUs and colony-forming units (CFUs) recovered after infection of RN4220 cells carrying stk2 or not. Cells were grown to OD = 0.2 and incubated with phiNM1

for 2 hr. Cells were then plated on TSA to measure CFUs, and the filtered super

natant was spotted on a top agar lawn of RN4220 cells to measure PFUs. Upon

infection with phiNM1 and in the presence of stk2, cells are killed, but the phage is not amplified.
(D) PFUs and CFUs recovered after induction with mitomycin C (MMC) of growing RN4220 carrying a phiNM1 lysogenic phage or not, in the presence or absence
of stk2. Upon induction, cells carrying a lysogenic phage are killed regardless of the presence of stk2, but the production of phage is inhibited in the presence of

stk2. Note that PFUs are recovered even in the absence of MMC due to the sp
Error bars represent the SD of three replicates.

and not epigenetic variation. These phiNM1 mutants form small
plaques and are harder to propagate than the wild-type
phage (data not shown). Two mutant phages were sequenced
(PhiNM1k1 and phiNM1k2), and both carried independent
missense mutations (V200M and K30E) in the same gene,
SAPPV1_GP14. These results indicate that this protein likely ac-
tivates Stk2. SAPPV1_GP14 contains a P loop NTPase domain
frequently found in proteins involved in molecular motion. An
interesting observation enabled us to link the function of this
gene to either DNA replication or packaging. When sequencing
phage phiNM1k1 and phiNM1k2, we observed that coverage
was highest shortly after the packaging site of the phage and
then slowly dropped over the rest of the sequence (Figure 4A).
This contrasts sharply with the wild-type phage, which shows

ontaneous induction of the phage. See also Figure S1.

almost uniform coverage throughout the sequence. A possible
explanation for this skewed coverage is that the capsids from
which DNA was purified do not all contain the full phage genome;
instead, most capsids only contain the part of the phage genome
that is packaged first. Phage particles that contain only part of
the genome would likely not be functional and might even lack
the tail. As we did not purify intact phage particles before DNA
extraction, we recovered DNA from both functional phage parti-
cles and any incompletely assembled particles present in our
samples. Thus, the skewed coverage could be explained by
random premature termination of phage DNA packaging. Such
premature termination could be due to a defect in the packaging
machinery, but could also come from problems with concatemer
formation or DNA replication. The position of SAPPV1_GP14
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Figure 4. A Phage Protein Triggers Stk2-Mediated Cell Death

%) pacK AVT76-gp14 ST850RF023

(A) Two mutants of phage phiNM1 able to infect RN4220 cells carrying stk2 were isolated and sequenced. Coverage along the phage genome is plotted and
mutations are highlighted. Both phages carry a mutation in gene pacK (SAPPV1_GP14) V200M and K30E for phages phiNM1K1 and phiNM1K2, respectively.
(B) To test whether PacK is sufficient to activate Stk2, the pacK gene was cloned under the control of a Ptet promoter on a pE194 vector giving pAS10, and

introduced in cells carrying plasmid pDB31.

(C) RN4220 cells carrying gene pacK (SAPPV1_GP14) from phage phiNM1 (pAS10), AVT76_gp14 from phage phiNM2 (pFD16), or ST850RF023 from phage 85
(pFD20) under the control of a Ptet promoter, together with plasmids pC194 or pDB31, were grown to OD ~ 0.2 and induced with aTc. After 1 hr of induction, cells

were plated and colonies quantified (mean + SD, n = 3). See also Figure S2.

in the replication cluster of the phage supports the later
hypothesis.

Because of its phenotype in DNA packaging, we decided
to call the SAPPV1_GP14 gene pacK. To confirm that this
phage protein is sufficient to trigger Stk2, we cloned pacK un-
der the control of an inducible Ptet promoter on plasmid
pE194, giving plasmid pAS10 (Figure 4B). Upon induction
with aTc, cell death was observed only when stk2 was present
in the cells (Figure 4C). The V200M and K30E mutations iden-
tified in the mutant phages were also tested in this assay and
abolished the Abi phenotype (Figure S2B). These experiments
confirm that PacK is sufficient to trigger Stk2-mediated cell
death.

It is interesting to note that Stk2 can provide resistance to
phages that do not carry PacK (see Tables S3 and S4), sug-
gesting that it can be activated by other phage proteins. In
particular, this is true for S. epidermidis phage CNPx, which
was used in this study to first identify Stk2 (Figure 1), as
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well as S. aureus phage 80alpha, phage 85, and phiNM2
(Table S3). In phage phiNM2, gene AVT76_GP14 encodes a
protein with 43% identity to PacK, but no homologous pro-
teins exist in phage 80alpha, phage 85, or CNPx. To identify
how these phages activate Stk2, we isolated mutants of
phiNM2 and phage 85 capable of infecting S. aureus cells
expressing stk2. Sequencing of these mutants revealed an
H230T mutation in gene AVT76_GP14 of phage phiNM2 and
a K97G mutation in gene ST850RF023 of phage 85. To
confirm that these phage genes encode activators of Stk2,
we cloned them under the control of a Ptet promoter
on plasmid pE194, producing plasmids pFD16 and pFD20,
respectively (Table S5). After induction with aTc, cells were
killed in the presence of stk2, but not in its absence (Fig-
ure 4C). The mutations identified in these genes were also
confirmed to abolish Stk2-mediated cell death (data not
shown). These results show that, in addition to PacK, two
other phage proteins can activate Stk2.



Identification of Stk2 Phosphorylation Targets

Our results suggest that Stk2 triggers an Abi phenotype through
phosphorylation of one or several host proteins. To identify
the phosphorylation target(s) of Stk2, we first characterized
S. aureus colonies that survive the induction of pacK in the pres-
ence of Stk2, with the goal of identifying mutants of the target
proteins. Unfortunately, all of the 36 analyzed colonies carried
mutations either in the stk2 or pacK genes, but no other mutant
could be identified (data not shown). This result suggests that
several mutations might be required to survive Stk2 activation;
these would occur at a lower frequency than point mutations in
stk2 or pacK.

We then performed a phosphoproteome analysis of cells
expressing pacK in either the presence or absence of stk2.
Expression of PacK was induced from plasmid pAS10 (Ptet-
pacK) in exponentially growing cells. After 30 min of induction,
proteins were precipitated and digested followed by titaniumdi-
oxide-based phosphopeptide enrichment (Larsen et al., 2005).
To confidently differentiate basal and Stk2-induced phosphory-
lation events, we labeled the different proteomes with mass
spectrometry-differentiable stable isotopes of dimethyl (Boer-
sema et al., 2009). We identified 32 phosphopeptides that could
only be found in the presence of Stk2 (Table 1). These include
several proteins related to translation, including elongation fac-
tors Tu and P; 508S ribosomal proteins L6, L5, and L31; and the
MetG methionine-tRNA ligase. This extensive phosphorylation
of the translation machinery likely indicates that translation is
modified after Stk2 activation. In addition, we identified proteins
involved in global transcription control, cell-cycle control, stress
response, DNA topology, DNA repair, and central metabolism.
This suggests a coordinated response influencing many aspects
of the cellular machinery, and a general shift toward stress
response and growth arrest. Phosphopeptides corresponding
to Stk2 itself could also be identified. Three residues are phos-
phorylated in the activation loop (S272, T275, and T278), as
well as a serine S163 between the P loop and the catalytic site.
These residues were also identified in the in vitro autophosphor-
ylation assay (Figure 2). Phosphorylation of the trigger PacK pro-
tein could also be identified at residue S176, suggesting that
Stk2 interacts with PacK directly. Mutation of the S176 residue
to alanine did not have any impact on the Abi phenotype
(Figure S3).

Role of Stk1 in Stk2-Mediated Immunity

The question of whether the phosphopeptides identified are
directly phosphorylated by Stk2 remains to be investigated.
Indeed, it is possible that the activation of Stk2 results in the acti-
vation of Stk1, which would lead to secondary phosphorylation
events. For instance, the elongation factor P identified in our
analysis was previously reported as a target of Stk1 (Lomas-Lo-
pez et al., 2007). In further support of this possible role of Stk1 in
the phage defense phenotype, we detected the phosphorylation
of Stk1 at two threonines in the activation loop (T164 and T166).
The phosphopeptide carrying these residues was 1.5-fold more
abundant in the presence of Stk2 than in its absence (Table S7).
To investigate whether Stk1 could play a role in Stk2-mediated
phage defense, plasmid pDB31 carrying stk2 was introduced
by electrotransformation in S. aureus strain NCTC8325-4 and
in the corresponding stk7 deletion mutant (Débarbouillé et al.,
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2009). The EOP of phage phiNM1 on cells carrying both stk1
and stk2 is 4.4*107%, but when only stk2 is present, the EOP
jumps to 21072 (Figure 5A). Thus, in the absence of stk7, we
can still observe some protective effect of stk2, but ultimately
stk1 is required for efficient immunity. We also investigated
whether stk2 could trigger cell death in the absence of stk7.
S. aureus NCTC8325-4 and the stk1 mutant were electrotrans-
formed with both pDB31 (stk2) and pAS10 (Ptet-pacK) plasmids.
Upon induction of PacK expression, cells were killed with
identical efficiencies regardless of the presence of stk1 (Fig-
ure 5B). This demonstrates that while Stk1 is necessary for effi-
cient antiviral immunity, it is not required for Stk2-mediated
cell death.

DISCUSSION

Recent bioinformatics analyses have led to the discovery that
bacteriophage defense systems frequently cluster together in
bacterial genomes (Makarova et al., 2011). Here we report the
discovery of a defense system in close proximity to the type
Il CRISPR and type | RM system of S. epidermidis RP62A.
SERP2479, or Stk2, is responsible for Abi and cell death upon
phage infection. Stk2 belongs to the family of eukaryotic-like
STKs but differs from previously described eSTKs in its lack of
transmembrane or PASTA domains. We were able to confirm
the kinase activity of Stk2 in vitro and identified nine autophos-
phorylated residues. Four of these residues were corroborated
in vivo, including three in the activation loop (S272, T275, and
T278), as well as a serine (S163) close to the ATP-binding region
(Figure 2A). All three residues of the activation loop are essential
for in vitro autophosphorylation, while an S163A mutation actu-
ally increased the kinase activity, suggesting a regulatory role.
The phosphorylation of several residues in the activation loop
of eSTKs has been reported before and seems to be a common
feature of these kinases (Young et al., 2003).

Our data suggest that while Stk2 is able to autophosphorylate
in vitro, it is only activated in the presence of a phage protein
in vivo. We found three such phage proteins by analyzing the
genomes of mutant phages able to propagate on cells carrying
stk2: gene SAPPV1_GP14 (pacK) from phage phiNM1; gene
AVT76_GP14 from phage phiNM2, a distant homolog of pacK
with 43% protein identity; and gene ST850RF023 from phage
85, which shows no identity to PacK. The PacK protein carries
a P loop NTPase domain and leads to a defect in phage DNA
packaging when mutated. This defect could either be due
to problems in DNA replication leading to DNA molecules in a
bad conformation for packaging, or to a defect in packaging it-
self. It is currently identified in databases as the chromosomal
replication initiator DnaA. However, we believe this to be a sim-
ple case of incorrect annotation, as no significant homologies
can be found between PacK and DnaA proteins. The function
of ST850RF023 is not known, and no protein domain of known
function can be identified. These activator genes are located
within the phage lytic operon, which likely explains why Stk2-
induced cell death is not triggered when the phage enters
lysogeny (Figure 3D). However, the induction of a lysogenic
phage in cells carrying stk2 also leads to cell death. The ability
of Stk2 to tolerate prophages while maintaining an active de-
fense against the phage lytic cycle is reminiscent of the similar
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Table 1. List of Proteins Phosphorylated upon Expression of PacK and in the Presence of Stk2 that Are Never Found Phosphorylated in

the Absence of Stk2

Gene Name Protein Description Accession Number
Transcription greA transcription elongation factor GreA UniProt: A6QHF1
sigA RNA polymerase sigma factor SigA UniProt: POAOJO
nusA transcription termination/antitermination protein NusA UniProt: Q2G2D2
Translation metG methionine-tRNA ligase UniProt: AGQEE3
tuf elongation factor Tu UniProt: A6QEKO
efp elongation factor P UniProt: A6QH73
rpmE2 50S ribosomal protein L31 type B UniProt: A6QIW4
rplF 50S ribosomal protein L6 UniProt: A6QJ77
rplE 50S ribosomal protein L5 UniProt: A6QJ80
Cell cycle ftsZ cell division protein FtsZ UniProt: A6QG86
sepF cell division protein SepF UniProt: Q2FZ86
gpsB cell-cycle protein GpsB UniProt: Q2FYI5
Stress response clpX ATP-dependent Clp protease ATP-binding subunit ClpX UniProt: Q2FXQ7
clpB chaperone protein ClpB UniProt: Q2FZS8
ydaG/yzzA general stress protein 26 UniProt: Q2FVN7
AQO00_RS06590 alkaline shock protein (Asp23)/stress response regulator gls24 UniProt: Q2FZ59
homolog
telA tellurite/ toxin anion resistance protein UniProt: Q2FYM7
DNA topology ssb single-stranded DNA-binding protein UniProt: A6QE48
and repair parE DNA topoisomerase 4 subunit B UniProt: A6QGQ7
mutS DNA mismatch repair protein MutS UniProt: Q2FYZ9
Central metabolism hemL1 glutamate-1-semialdehyde 2,1-aminomutase 1 (protoporphyrin-IX UniProt: A6QHK1
and biosynthesis biosynthesis)
pgk phosphoglycerate kinase (glycolysis) UniProt: A6QF82
pgi glucose-6-phosphate isomerase (glycolysis pathway) UniProt: Q2FZUO
ditA D-alanine-poly(phosphoribitol) ligase subunit 1 (LTA biosynthesis) UniProt: Q2FZW6
Others pacK / SAPPV1_GP14 pacK (Stk2 activation protein) UniProt: A6QDW1
stk2 SERP2479 UniProt: Q5HK71
ylaL uncharacterized protein UniProt: A6QFW6
esxA virulence factor EsxA (ESAT-6-like protein) UniProt: Q2G189
obg GTPase UniProt: Q2FXT1
phoP alkaline phosphatase synthesis two-component response regulator UniProt: Q2FXN6

AQO00_RS00105

short-chain dehydrogenase

UniProt: Q2FV41

A detailed list of all phosphopeptides identified with match metrics and measured ratios is provided in Table S7.

capacity of type lll CRISPR systems to tolerate lysogenic phages
(Goldberg et al., 2014).

An analysis of Staphylococcal phages in the RefSeq database
shows that 23% carry homologs of PacK, while 13% carry ho-
mologs of ST850RF023 (Table S4). Phage CNPx, which was
used in this study to first identify Stk2 in S. epidermidis, carries
a protein with 85% identity to ST850RF23. Interestingly, a blast
analysis only identified activators of Stk2 in Siphoviridae; none
were found in other phage families. The ability of Stk2 to sense
multiple phage proteins is fascinating and leads to deeper ques-
tions about the regulation of the kinase activity.

We hypothesize that the activation of Stk2 by PacK is the result
of a direct interaction between the two proteins, as PacK is itself
phosphorylated during the response. After sensing the presence
of the infecting phage, the activation of Stk2 results in the phos-
phorylation of a large number of proteins involved in several core
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functions of the cell, including translation, transcription, and cell
division (Table 1). The modulation of the activity of these proteins
through phosphorylation is likely responsible for cell death, pre-
venting phage propagation concurrently. It is worthwhile to note
that while the SarA protein was previously reported as a phos-
phorylation target of Stk2, we did not identify it in our analysis
(Didier et al., 2010). This could be explained by the fact that a
serine-rich segment of SarA was not covered by our mass spec-
trometry analysis (data not shown).

Another STK known as Stk1 (sometimes also named PknB or
PrkC), present in all Staphylococci, is also involved in this antiviral
defense pathway. Deletion of stk7 strongly impairs the ability of
Stk2 to protect S. aureus against phages (Figure 5A). Nonethe-
less, the activation of Stk2 leads to cell death even in the absence
of Stk1 (Figure 5B). Thus, the role of Stk1 in this defense pathway
is likely to ensure that phage particles are not produced before
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Figure 5. Stk1 Is Required for Efficient
Stk2-Mediated Immunity

(A) EOP of phage phiNM1 is reported against
S. aureus strain NCTC8325-4 harboring stk1 or not
(Astk1) in the presence of stk2 (pDB31) or a control
plasmid (pC194) (mean + SD, n = 3).

(B) NCTCB8325-4 cells harboring stk7 or not
(Astk1) in the presence of stk2 (pDB31) or a control
plasmid (pC194) were transformed with plasmid
PAS10 expressing pacK under the control of
Ptet promoter. Cells were grown to OD = 0.2 and
induced with aTc. After 2 hr of induction, cells were
plated and colonies quantified (mean + SD, n = 3).
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cells are killed by Stk2. It remains to be investigated whether this
occurs by accelerating cell death, slowing down the phage, or
some other mechanism. The phosphoproteome analysis per-
formed here does not allow for differentiation of direct targets
of Stk2 from targets phosphorylated by Stk1 as a result of Stk2
activation. Future work will focus on elucidating the molecular
interaction between Stk2 and PacK, for which we only provide
circumstantial evidence, as well as deciphering the exact phos-
phorylation cascade occurring during the response.

In sum, we provide strong evidence for a bacterial antiviral
defense pathway involving a complex phosphorylation cascade
and resulting in cell death through the modification of several
essential cellular pathways. Other bacterial eSTKs have been
shown to target different components of translation (EF-Tu and
EF-P), transcription (various sigma and anti-sigma factors),
cell division machinery (FtsZ), and central metabolism (Pereira
et al., 2011), but none so far have been linked to phage defense.
On the contrary, some phages have been described as using
STKs in order to manipulate the host translation machinery for
their own benefit (Robertson and Nicholson, 1992). It is also
interesting to note that STKs play critical roles in the antiviral de-
fense of eukaryotes. In particular, there are striking similarities
between Stk2, the mammalian PKR, and the plant NIK1. All three
STKs are activated by viral infection and target the translation
machinery. Moreover, PKR not only inhibits the initiation of trans-
lation through phosphorylation of elF-2a. (Meurs et al., 1990),
but can also trigger cell death through apoptosis (Dai et al.,
2012; Hsu et al., 2004; Stark et al., 1998). Viral defense strategies
that involve the serine/threonine phosphorylation of essential
cellular pathways thus exist in both eukaryotes and bacteria.
eSTKs have also recently been identified in archaea (Kennelly,
2014). In particular, the Ph0512p kinase from Pyrococcus hori-
koshii OT3 was shown to phosphorylate the archaeal homolog
of elF2a (alF2a) in vitro (Tahara et al., 2004). It is tempting to hy-
pothesize that Ph0512p and other archaeal kinases could also
be involved in viral defense, making this a universal strategy
conserved across all domains of life.

EXPERIMENTAL PROCEDURES
Bacterial Strains and Growth Conditions

S. epidermidis LM1680 (Hatoum-Aslan et al., 2014), S. aureus RN4220
(Nair et al., 2011), and derivative strains were grown in tryptic soy broth

Induction of pacK expression triggers cell death in
the presence of stk2 regardless of the presence or
absence of stk1.

(TSB) media at 37°C with shaking at 200 rpm. S. epidermidis LM1680 and
S. aureus RN4220 were used as hosts for recombinant plasmids. Strains
NCTC8325-4 and ST1004 (NCTC8325-4 Astk1) are gifts from Michel Debar-
bouille. Chloramphenicol (10 ng/mL), erythromycin (10 pg/mL), and ampicillin
(100 pg/mL) were added to the medium to prevent loss of plasmids derived
from pC194, pE194 (Horinouchi and Weisblum, 1982a, 1982b), and pET15b
(Novagen), respectively. E. coli BL21(DE3)AD494 (Novagen) was used for
expression of recombinant proteins and grown in Luria-Bertani (LB) medium
supplemented with 100 pg/mL ampicillin at 37°C.

Isolation of Phage CNPx

Phage CNPx (GenBank: KU-598975) was isolated as a plaque on a soft agar
lawn of S. epidermidis LM1680 that was infected with phage CNPH82 (Daniel
et al., 2007). LM1680 is resistant to phage CNPH82, and the isolation of the
CNPx was a single fortuitous event that might have occurred via contamination
with an environmental phage and recombination with CNPH82. Indeed, CNPx
shares close to 100% homology with CNPH82 over 65% of its genome length,
but carries a divergent segment of ~13 kb in the region of the genome contain-
ing the lysogenic operon and the early lytic genes.

Introduction of Plasmids in Staphylococci

Plasmid constructions are detailed in the Supplemental Experimental Proced-
ures. Lists of plasmids and oligonucleotides used in this study are provided in
Tables S5 and S6. After DNA assembly, all plasmids were first electroporated
in S. aureus strain RN4220. Briefly, cells were grown to an optical density
(600 nm) of 0.8 and washed three times in cold water and concentrated
100x in 10% glycerol. Electroporation of dialyzed DNA was performed in
2 mm cuvettes using the following settings: 100 Q, 2.5 kV, 25 pF. In order to
introduce plasmids in other Staphylococci strains, plasmids were extracted
from RN4220 using the NucleoSpin Plasmid kit (Macherey Nagel) with the
following modification: 4 pg lysostaphin (Ambi) was added to the A1 buffer,
and cells were incubated 1 hr at 37°C in this buffer before resuming the proto-
col as described. Plasmids extracted from RN4220 can then be introduced in
other Staphylococci through electroporation following the same protocol.

Overproduction and Purification of Stk2 and Derivatives

Plasmids pET15Qstk2(sa0077) and derivative mutants were introduced into
E. coli BL21A\DE3/AD494. The transformants were grown in 1 L LB medium
with shaking at 25°C until optical density (OD)ggg = 0.5, IPTG (0.5 mM) was
added to induce protein production, and incubation was pursued for 6 hr at
25°C. Cells were then harvested by centrifugation at 3,000 g for 10 min. Since
Stk2 and its mutants were not soluble and retained in inclusion bodies, a step
of denaturation/renaturation using guanidine chloride according to London
(London et al., 1974) and Goldberg (Goldberg et al., 1996) was performed
before the purification on an Ni-NTA column.

In Vitro Phosphorylation Assay
Phosphotransfer to purified Stk2 and its derivatives was performed in a buffer
containing 25 mM Tris-HCI (pH 7.5), 1 mM DTT, 2.5 mM MnCI2, 10 mM ATP,
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and 5 pCi [y-32P]-ATP and incubated at 37°C 10-30 min following the sub-
strate. The reaction was stopped by the addition of 20% Laemmli 5X (Sigma),
followed by electrophoresis on SDS-PAGE and autoradiography.

Phosphoamino Acid Analysis
The method used to detect acid-stable phosphoamino acids was described
previously (Duclos et al., 1991).

Phage Production

Phages were mixed with S. aureus RN4220 in soft tryptic soy agar (TSA)
supplemented with CaCl2 (5 mM) and then poured on top of TSA plate supple-
mented with CaCl2 (5 mM). The plates were incubated overnight at 37°C. Soft
TSA lawns were then resuspended in PBS solution (1x) and centrifuged, and
the lysate containing the phage was filtered on a 0.22 uM filter. To measure
phage titers, serial dilutions were spotted on a soft agar lawn of RN4220 in
TSA supplemented with CaCI2 (5 mM), and plaque-forming units (PFUs)
were quantified after incubation overnight at 37°C.

EOP Assays

Phage lysates containing ~10” PFU/uL CNPX, phage 80alpha, phage 85,
phiNM1, phiNM2, phiNM4, or Staph1N were serially diluted and spotted
on soft TSA lawns supplemented with 5 mM CaCl2 and containing either
S. epidermidis LM1680 or S. aureus RN4220, TB4, 8325-4, or 8325-4(Astk1)
cells containing the indicated plasmids. PFUs were quantified after incubation
overnight at 37°C.

ECOI

RN4220 cells carrying plasmid pC194 or pDB31 were grown to an OD of 0.6
and incubated 10 min at 37°C with phage phiNM1 at an MOI of 5. Cells were
then washed twice in fresh TSB to remove unbound phages and plated on a
lawn of RN4220 cells. ECOI was obtained by dividing the number of plaques
(or center of infections) obtained after infecting cells carrying pDB31 by the
number of plaques obtained with cells carrying pC194.

Phage DNA Isolation and Sequencing

Samples of phage lysates were treated with DNase and RNase to a final vol-
ume of 200 pL for 30 min at 37°C followed by treatment with EDTA (pH 8.0,
5 mM) and Proteinase K (0.5 mg/mL) for 30 min at 37°C. Phage DNA was
then purified using a PCR puirification kit (Macherey Nagel). Phage DNA was
sequenced using the Nextera library preparation kit from lllumina and
sequenced on an MiSeq device.

Adsorption Assay

Recipient RN4220 cells were grown to an OD of 0.6 and incubated with phage
phiNM1 at an MOI of 1 for 10 min. Cells were then centrifuged and the number
of phages remaining in the lysates was quantified (n,q). Adsorption efficiency is
computed as (1 — Nag/Nior), Were Nt is the total number of phages added to the
sample, and reported as percentages.

Growth Curves

S. aureus strains (RN4220, RN4220/pC194, RN4220/pDB31, RN4220/
pDB275, and RN4220/pFD6) were grown in triplicate overnight at 37°C
and diluted 1:100 in 200 puL TSB broth in a 96-well microplate that
was incubated at 37°C with shaking in an Infinite M200 PRO reader
(TECAN). Absorbance was measured at 600 nm every 10 min. For
RN4220, RN4220/pC194, and RN4220/pDB31, after 1 hr of growth
(ODgoo = 0.2), 10 puL phiNM1 (4.107 PFU/uL) phage was added. For
RN4220, RN4220/pDB275, and RN4220/pFD6, when ODgoo reached 0.2,
the cultures were induced by aTc for 1 hr and then phage 80alpha (5.107
PFU/uL) was added.

Prophage Induction

S. aureus strains (RN4220, RN4220::phiNM1, RN4220::phiNM1/pC194, and
RN4220::phiNM1/pDB31) were grown in triplicate overnight at 37°C, diluted
1:100 in TSB, and incubated at 37°C with shaking. When cultures reached
ODggo = 0.4, mitomycin C was added at a final concentration of 2 ng/mL. After
3 hr of incubation in the presence or in the absence of mitomycin C, the sam-
ples were serially diluted and plated to quantify the number of surviving bacte-
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ria. Samples were also centrifuged to recover the supernatant and measure
the phage titer.

Induction of Candidate Activators of Stk2

S. aureus strains were grown in triplicate overnight at 37°C, diluted 1:100 in
TSB, and incubated at 37°C with shaking. When cultures reached ODgog =
0.2, aTc was added at a final concentration of 0.5 pg/mL. All the strains were
grown in parallel without aTc as a control. After 1.5 hr of incubation in the
presence or absence of aTc, the samples were serially diluted and 5 pL
was spotted in TSA with appropriate antibiotics to count viable bacteria.

Mass Spectrometry
Mass spectrometry methods are detailed in the Supplemental Experimental
Procedures.

ACCESSION NUMBERS

The GenBank accession number for the sequence of the phage CNPx reported
in this paper is GenBank: KU598975.
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