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Optimal transport (OT) has become a discipline by itself that offers solutions to a wide range of theoretical
problems in probability and mathematics with applications in several applied fields such as imaging sciences,
machine learning, and in data sciences in general. The traditional OT problem suffers from a severe limitation:
its balance condition imposes that the two distributions to be compared be normalized and have the same total
mass. However, it is important for many applications to be able to relax this constraint and allow for mass creation
and/or destruction. This is true, for example, in all problems requiring partial matching. In this paper, we propose
an approach to solving a generalized version of the OT problem, which we refer to as the discrete variable-mass
optimal-transport (VMOT) problem, using techniques adapted from statistical physics. Our first contribution is
to fully describe this formalism, including all the proofs of its main claims. In particular, we derive a strongly
concave effective free-energy function that captures the constraints of the VMOT problem at a finite temperature.
From its maximum we derive a weak distance (i.e., a divergence) between possibly unbalanced distribution
functions. The temperature-dependent OT distance decreases monotonically to the standard variable-mass OT
distance, providing a robust framework for temperature annealing. Our second contribution is to show that the
implementation of this formalism has the same properties as the regularized OT algorithms in time complexity,
making it a competitive approach to solving the VMOT problem. We illustrate applications of the framework to
the problem of partial two- and three-dimensional shape-matching problems.

DOI: 10.1103/PhysRevE.103.012113

I. INTRODUCTION

The optimal transport (OT) problem has a long history in
mathematics and statistics. Originally introduced by Monge
to formalize the problem of moving earth from one area to
another as a linear optimization problem [1], it has been
expanded as a means to handle allocation resources, and
therefore it has become integral to operation research. OT,
however, is not specific to applied problems. At its core, it
can be seen as an option for computing the distance and
a correspondence between two probability distributions (for
review, see [2]). Finding such a distance and mapping be-
tween probability measures is of relevance to most, if not
all data science disciplines. As such, applications of OT have
exploded in recent years in domains such as signal and image
processing [3–6], machine learning [7–9], computer vision
and image analysis [10–15], linguistics [16,17], differential
geometry [18,19], geometric shape matching [20,21], network
analyses [22–24], gene expression analyses [25], and the anal-
ysis of conformational dynamics of biomolecules [26]. In
addition, OT has been expanded to matrix-valued and vector-
valued distributions, with applications in three-dimensional
(3D) image comparisons [4,6,27,28]. For extensive reviews
of OT, we recommend Refs. [2,18,29,30] for reviews on the
theory, and Refs. [31,32] for reviews on its computational
aspects.

A. The balanced OT problem

There are two main ways to formulate the OT problem.
The traditional, static Monge-Kantorovich formulation can be
expressed as follows. Let X and Y be two metric spaces, and
let ρ1 and ρ2 be probability measures on X and Y , respectively.
Let C be a cost function C : X × Y → R+. The goal is to find
a probability measure G on X × Y that minimizes the total
transportation cost V defined as

V (G) =
∫

X

∫
Y

C(x, y)G(x, y)d (x, y). (1)

The minimum of T (G) is to be found over probability mea-
sures that satisfy the following constraints:∫

Y
G(x, y)dy = ρ1(x) ∀ x, (2a)∫

X
G(x, y)dx = ρ2(y) ∀ y. (2b)

This minimum, which we write as W (ρ1, ρ2), defines a dis-
tance between the two probability measures ρ1 and ρ2 [2].
This distance is referred to as the Wasserstein distance, the
earth mover distance, or simply the OT distance, depending on
the field of application. An alternate approach to the Monge-
Kantorovich formulation is to formulate the OT problem using
partial differential equations [34,35]. Within those methods, it
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TABLE I. Balanced and generalized discrete OT problems.a

Balanced OT problemb Partial OT problemc Generalized unbalanced OT problemd

U (G) =
∑

k,l
C(k, l )G(k, l ) U (G) =

∑
k,l

C(k, l )G(k, l ) U (G, m1, m2) =
∑

k,l
C(k, l )G(k, l ) + D(ρ1, m1) + D(ρ2, m2)

s.t. s.t. s.t.
G(k, l ) � 0, ∀ k, l G(k, l ) � 0 ∀ k, l G(k, l ) � 0 ∀ k, l∑

l
G(k, l ) = ρ1(k), ∀ k

∑
l
G(k, l ) � ρ1(k), ∀ k

∑
l
G(k, l ) = m1(k), ∀ k∑

k
G(k, l ) = ρ2(l ), ∀ l

∑
k

G(k, l ) � ρ2(l ), ∀ l
∑

k
G(k, l ) = m2(l ), ∀ l∑

k,l
G(k, l ) = η

∑
k

m1(k) =
∑

l
m2(l )(= 1)

aOT problem between two sets of weighted points S1 and S2. Each point k in S1 is assigned a mass ρ1(k), while each point l in S2 is assigned a
mass ρ2(l ). Note that ρ1 and ρ2 can be seen as (discrete) probability measures on S1 and S2, respectively. The cost of transport between S1 and
S2 is encoded as a positive matrix C(k, l ). G is the transport plan between S1 and S2; U is the total transport cost to be minimized.
bThis is the standard balanced optimal transport under its Monge-Kantorovich formulation, with the assumption that

∑
k ρ1(k) = ∑

l ρ2(l ).
See, for example, [2].
cPartial OT problem when the probability measures ρ1 and ρ2 have different masses, i.e.,

∑
k ρ1(k) �= ∑

l ρ2(l ). The total mass transported is
then η � min (

∑
k ρ1(k),

∑
l ρ2(l )). See, for example, [33].

dGeneralized OT problem in which both the transport plan G and the actual masses m1 and m2 that are transferred are optimized to find the
minimum of a modified cost function that accounts for differences (D) between m1 and m2, and the corresponding given unbalanced probability
measures ρ1 and ρ2 (see the text for details on the definition of D).

is worth highlighting those that rely on dynamics. Brenier and
Benamou [36,37] have shown that transport with quadratic
costs C is equivalent to finding a time-varying sequence of
distributions that smoothly interpolates between the two mea-
sures ρ1 and ρ2. Their approach, initially developed from flat
2D domains, has recently been extended to discrete surfaces
[38].

B. The unbalanced OT problem

It is important to realize that the traditional OT problem
formulated above only applies to balanced problems. Indeed,
the constraints (2) are only feasible if∫

X

∫
Y

G(x, y)d (x, y) =
∫

X
ρ1(x)dx =

∫
Y

ρ2(y)dy, (3)

namely if the two probability measures are normalized and
have the same mass. This is too restrictive in many appli-
cations, as mass conservation may lead to fitting noise and
outliers, and it prevents any form of partial matching. There
have been significant developments to attempt to remove those
restrictions and develop theories for “unbalanced,” or also
referred to as partial optimal transport. There have been two
main directions within those theories (for a brief summary in
the discrete case, see Table I).

The first approach is to relax the constraints [Eqs. (2)]
on the marginals of the transport plan G. Caffarelli and Mc-
Caan [39] and Figalli [33] have proposed to minimize the
transportation cost V defined in Eq. (1) under the following
constraints: ∫

Y
G(x, y)dy � ρ1(x), ∀ x, (4a)∫

X
G(x, y)dx � ρ2(y), ∀ y, (4b)

with the additional constraint that the total mass trans-
ported, m = ∫

X

∫
Y G(x, y)d (x, y), be in the interval m ∈

[0, min(||ρ1|, ||ρ2||)], i.e., that m is positive and smaller than
the total mass of ρ1 and the total mass of ρ2.

The second option is to maintain the constraints on the
marginals of the transport plan G, but to make those marginals
a variable of the optimization process. In other words, the
unbalanced distribution measures ρ1 and ρ2 are considered as
perturbations of balanced distribution measures m1 and m2.
The cost U of transport between ρ1 and ρ2 can then be seen as
the cost of transport between the balanced measures m1 and
m2 plus the size of the perturbation:

U (G, m1, m2) =
∫

X

∫
Y

C(x, y)G(x, y)d (x, y)

+ τ1D(ρ1, m1) + τ2D(ρ2, m2), (5)

where τ1 and τ2 are two parameters, and D is a dis-
tance between two distributions. Note that m1 and m2 are
now variables that are then optimized to minimize the cost
U (G, m1, m2) For example, Georgiou et al. [40] introduced
this formulation to define a distance between power spectra.
They set D to be the total variance between the distribution,
i.e.,

D(ρ1, m1) =
∫

X
|ρ1(x) − m1(x)|dx, (6)

with a similar definition for comparing ρ2 and m2. Georgiou
et al. showed that this formulation can be thought of as a trans-
portation problem on expanded sets X

⋃ ∞ and Y
⋃ ∞ with

masses added at ∞ as needed so that the two expanded sets
have equal masses [40]. In addition, as the masses that are ac-
tually transferred are variable, this formalism allows for mass
creation/deletion. The same ideas were further developed by
Piccoli and Rossi [41,42] and Liero et al. [43], with variations
on the choice of the distance D between distributions.

Another approach similar to the one originally proposed
by Giorgiou et al. is to use φ divergences for computing the
perturbation between the native distributions ρ1 and ρ2 and the
variable distribution m1 and m2 [44,45]. The most common
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choice for φ is φ(t ) = t ln(t ) − t + 1, in which case Dφ is the
Kullback-Leibler (KL) divergence:

D(m1, ρ1) = KL

(
m1

ρ1

)

=
∫

X

(
m1(x) ln

(
m1(x)

ρ1(x)

)
− m1(x) + ρ1(x)

)
dx.

(7)

Note that the choice of Kullback-Leibler is not imposed, and
many other divergences are possible [46].

C. Entropy regularized problems

The advantages of the static Monge-Kantorovich formula-
tions of both the balanced and unbalanced OT problems are
related to the fact that fast algorithms exist to solve them,
making them useful in many applied problems. The existence
of such fast algorithms has been triggered by the idea of
minimizing regularized versions of Eqs. (1) and (5):

V (ε, G) = V (G) − εH (G), (8)

U (ε, G) = U (G) − εH (G), (9)

where ε is the regularization parameter, and the second term
H (G) is an entropic barrier that enforces the positivity of the
transport plan [47]. The most common choice for H (G) is an
entropic regularization,

H (G) = −
∫

X

∫
Y

G(x, y)[ln (G(x, y) − 1)]dx dy, (10)

though other regularization functions have been considered;
see [32] for discussions. This regularized version of opti-
mal transport is often called the Schrödinger problem or
bridge [48–50]. It maps to the traditional balanced and
unbalanced OT problems as ε → 0. The minima for the
entropy-regularized costs V (ε, G) and U (ε, G), which we
denote Wε (ρ1, ρ2) and Wa1,a2,ε)(ρ1, ρ2), respectively, are not
distances. Indeed, it can be shown that for ε > 0, there exists
a measure γ with γ �= ρ2, such that Wε (γ, ρ2) < Wε (ρ2, ρ2)
(with the same problem for Wa1,a2,ε). Note that it is possible
to construct a divergence by removing the bias introduced
by entropy, with the introduction of a Sinkhorn divergence
Sε (ρ1, ρ2) [51,52] associated with Wε (ρ1, ρ2):

Sε (ρ1, ρ2) =Wε (ρ1, ρ2) − 1
2Wε (ρ1, ρ1) − 1

2Wε (ρ2, ρ2), (11)

and similarly an unbalanced Sinkhorn divergence
Sa1,a2,ε (ρ1, ρ2) [46] associated with Wa1,a2,ε (ρ1, ρ2):

Sa1,a2,ε (ρ1, ρ2) = Wa1,a2,ε (ρ1, ρ2) − 1

2
Wa1,a2,ε (ρ1, ρ1)

− 1

2
Wa1,a2,ε (ρ2, ρ2) + ε

2
[m(ρ1) − m(ρ2)],

(12)

where m(ρ) = ∫
X dρ is the total mass of ρ.

The entropic penalization has the advantage that it defines
a strongly convex problem (see [47] for the balanced OT
problem, and [8,53] for the unbalanced problem). Another
advantage of the regularized OT problem is that its solution

can be found efficiently through the so-called iterative pro-
portional fitting procedure [54], also known as the Sinkhorn
algorithm [55], or the Sinkhorn-Knopp algorithm [56]. Many
variants of those algorithms have been developed for solving
regularized balanced and unbalanced OT problems; we refer
to [57–61] for overviews on those methods. Those algorithms
find solutions for a given value of the relaxation parame-
ter ε. For small values of this parameter, numerical issues
can arise, and a stabilization of the algorithm is necessary
[53]. Despite such stabilization, convergence of a stabilized
Sinkhorn-Knopp algorithm can nevertheless be very slow
when ε is small. Such small values are, however, desirable
for finding good approximations to the solution of the original
nonregularized OT problem, balanced or unbalanced. In addi-
tion, it is unclear whether the Sinkhorn distance is monotonic
with respect to ε.

D. Our contribution

Our focus in this paper is to provide an alternate framework
for solving the generalized OT problem in its variable-mass
formulation, as derived from a statistical physics point of
view, in which we fully exploit the formal analogy of the cost
functions in Eq. (9) to a free energy, with ε an analog of a tem-
perature, T . Such a framework has already been proposed for
the Monge or assignment problem with the so-called invisible
hand algorithm [62], and recently for solving the balanced OT
problem [63,64]. We provide the proofs of all the properties
associated with the free energy we introduce, in particular
its monotonic convergence to the “true” variable-mass OT
distance.

The paper is organized as follows. In Sec. II, we de-
scribe in detail the framework we propose for solving a
variable-mass optimal-transport problem at finite temperature.
Proofs of its major properties are provided in the Appendixes.
The following section briefly describes its computational im-
plementation. In Sec. IV, we present applications of this
framework to the problems of 2D image matching and of
3D shape comparison. We limit those presentations to illus-
tration of the performance of our framework, and we reserve
comparisons with other techniques available for solving these
matching problems to further studies. We finally conclude
with a comparison between the entropy-regularized formula-
tion of the unbalanced OT problem and our formalism, as well
as with a discussion on future developments.

II. THE VARIABLE-MASS OPTIMAL-TRANSPORT
PROBLEM AT FINITE TEMPERATURE

Let us consider a system in thermal equilibrium at a finite
temperature T . This system will sample several states, with
each state characterized by a probability that is related to the
energy of that state. The most probable state is the one with
lowest energy. Using this framework from statistical physics,
minimizing an energy function can be reformulated as the
problem of finding the most probable state of the system it
defines. Let us apply this framework to the variable-mass
discrete OT problem between two sets of points S1 and S2,
of size N1 and N2, respectively. Each point k in S1 (S2) is
assigned a “mass” ρ1(k) [ρ2(k)]. We do not assume balance,
i.e., it is possible that

∑
k ρ1(k) �= ∑

l ρ2(l ). We encode the
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cost of transport between S1 and S2 as a positive matrix C(k, l )
with k ∈ {1, . . . , N1} and l ∈ {1, . . . , N2}. The “system” is
then identified with the different transport plans G between
S1 and S2, where G(k, l ) is the amount of mass transferred
between point k and point l . To keep the system physical, we
impose that

G(k, l ) � 0 ∀ (k, l ). (13)

In line with the concept of a generalized OT problem intro-
duced by Georgiou et al. [40] and further developed by others
[41,42,44,45], we consider ρ1 and ρ2 as perturbations of yet
unknown balanced mass measures m1 and m2 set to be the
marginals of the transport plan G:

m1(k) =
∑

l

G(k, l ), (14)

m2(l ) =
∑

k

G(k, l ), (15)

i.e., m1(k) is the amount of mass transported from point k in S1

by the transport plan, and m2(l ) is the corresponding amount
of mass received by point l in S2. Those masses are let free,
i.e., are variables of the system, thereby allowing for mass
creation/deletion. To ensure that there is mass transferred
between S1 and S2, we impose the constraint∑

kl

G(k, l ) = 1. (16)

Note that the value 1 is arbitrary and could have been set
to any constant, with basically no changes in the approach
detailed below.

Following the concept of generalized OT for unbalanced
OT (see Table I), we consider a modified energy to be opti-
mized in which we add to the transport cost constraints on
the values of the variables balanced masses m1 and m2 with
respect to the given, possibly unbalanced masses ρ1 and ρ2,
leading to an energy for the variable-mass OT problem defined
as

U =
∑

kl

C(k, l )G(k, l )

+ τ1

∑
k

(
m1(k)

ρ1(k)

)2

+ τ2

∑
l

(
m2(l )

ρ2(l )

)2

, (17)

where τ1 and τ2 are parameters. Note the similarity with the
divergence formulation introduced by Chizat et al. [44,45].
The only difference is that we have chosen a Pearson χ2

divergence, instead of the more traditional KL divergence, for
reasons that will become clear below. To simplify notations,
we rewrite this energy as

U =
∑

kl

C(k, l )G(k, l )

+
∑

k

α1(k)m2
1(k) +

∑
l

α2(l )m2
2(l ), (18)

where we have set α1(k) = τ1/ρ
2
1 (k) and α2(k) = τ2/ρ

2
2 (l ).

Solving the variable-mass OT problem amounts to finding
the transport plan G with variable marginals, as defined in
Eqs. (14) and (15), which minimizes the regularized energy
U defined in Eq. (18). The regularized energy associated with

this optimal transport plan will be referred to as du(S1, S2)
in the rest of the paper. As for the traditional, balanced OT
problem, computing du(S1, S2) is expensive and not scalable
with respect the sizes of the point sets S1 and S2. In line
with the entropy regularization introduced for the balanced
OT problem [47], most current solutions involve an entropy
regularization to make the problem computationally tractable
[53,61]. We propose an alternate solution based on statistical
physics.

Each state S of the variable-mass OT system is identified
with a transport plan G, vectors of masses m1 and m2 for the
points in S1 and S2, and its energy U (S) is defined in Eq. (18).
As such, the state S is represented with N1N2 + N1 + N2 vari-
ables. Note, however, that those variables are not independent
as they are highly constrained by Eqs. (13)–(16). Note that
Eq. (13) can be replaced with

0 � G(k, l ) � 1 ∀ (k, l ) (19)

as a consequence of Eq. (16). Note also that we have the
following constraints on the masses:∑

k

m1(k) =
∑

l

m2(l ) = 1 (20)

as a consequence of their definition, and of Eq. (16). The col-
lection of all feasible states S is a set that we denote S (S1, S2).
Note that this set is convex.

The probability distribution function for this system, P(S),
also referred to as the Gibbs distribution, is defined as

P(S) = 1

Zβ (S1, S2)
e−βU (S). (21)

In this equation, β = 1/(kBT ), where kB is the Boltzmann
constant and T is the temperature, and Zβ (S1, S2) is the parti-
tion function computed over all states of the system.

This partition function is given by

Zβ (S1, S2) =
∫

S∈S(S1,S2 )
e−βU (S)dμ12, (22)

where dμ12 can be seen as the Lebesgue measure on
S (S1, S2). The partition function Z is related to the free energy
of the system by

Fβ (S1, S2) = − 1

β
ln (Zβ (S1, S2)) (23)

and to the average energy Eβ (S1, S2) = 〈U (S)〉S∈S(S1,S2 ) by

Eβ (S1, S2) = −∂ ln (Zβ (S1, S2))
∂β

. (24)

We note first one important property of the free energy and
average energy:

Property 1. For all β > 0, the free energy Fβ (S1, S2) and
the average energy Eβ (S1, S2) are monotonically decreasing
functions of β. Both converge to the variable-mass optimal-
transport distance d (S1, S2).

Proof. The behaviors of Fβ and Eβ with respect to β are
analyzed in Appendix A.

This statistical physics formulation of the optimal transport
problem is appealing. It defines a temperature-dependent free
energy with a monotonic dependence on the temperature (or
inverse of the temperature, β), and convergence to the actual
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variable-mass optimal-transport distance at zero temperature.
It is, however, of limited interest in practice as the partition
function and therefore the free energy cannot be computed
explicitly. We propose a scheme for approximating these
quantities using the saddle point approximation. We will show
that the corresponding mean-field values satisfy properties
similar to the exact quantities defined above. In contrast to
these exact values, we show that the mean-field values can be
computed efficiently.

Taking into account the constraints that define S (S1, S2),
the partition function can be rewritten as

Zβ (S1, S2)

=
∫ 1

0

∏
kl

dG(k, l )
∫ +∞

−∞

∏
k

dm1(k)
∫ +∞

−∞

∏
l

dm2(l )

× e−β[
∑

kl C(k,l )G(k,l )+∑
k α1(k)m2

1 (k)+∑
l α2(l )m2

2 (l )]

×
∏

k

δ

(∑
l

G(k, l ) − m1(k)

)

×
∏

l

δ

(∑
k

G(k, l ) − m2(l )

)

× δ

(∑
kl

G(k, l ) − 1

)
. (25)

Note the limits of integrations. For the G(k, l ) values, they are
set to be {0, 1}, based on Eq. (19). For the masses m1(k) and
m2(l ), we set them unconstrained in R, although we know that
they are positive (as sums of elements of the transport plan G
that are all positive), and smaller than 1 [from Eq. (20)]. Those
constraints are enforced by the δ functions.

Using Fourier analysis, we can represent a δ function as an
integral of an exponential,

δ(x) = 1

2π

∫
e−ixt dt, (26)

where the integration is usually performed along the real
axis. Introducing new auxiliary variables λ(k) and μ(l ), with
(k, l ) ∈ [1, N1] × [1, N2], and x, and omitting the inessential
normalization factors 1/(2π ), the partition function can be
written as

Zβ (S1, S2)

=
∫ 1

0

∏
kl

dG(k, l )
∫ +∞

−∞

∏
k

dm1(k)
∫ +∞

−∞

∏
l

dm2(l )

× e−β[
∑

kl C(k,l )G(k,l )+∑
k α1(k)m2

1 (k)+∑
l α2(l )m2

2 (l )]

×
∫ +∞

−∞

∏
k

dλ(k)e−βi[
∑

l λ(k)G(k,l )−λ(k)m1(k)]

×
∫ +∞

−∞

∏
l

dμ(l )e−βi[
∑

k μ(l )G(k,l )−μ(l )m2 (l )]

×
∫ +∞

−∞
e−βix[

∑
kl G(k,l )−1]dx. (27)

We have factored out β for the variables λ(k), μ(l ), and x for
consistency with the energy term. Similarly, note that the inte-
grands in Z are now complex functions, while Z itself is a real
number. The imaginary parts can be absorbed into λ(k), μ(l ),
and x, i.e., λ(k) ≡ iλ(k), μ(l ) ≡ iμ(l ), and x ≡ ix, with now
λ(k), μ(l ), and x being complex variables. Rearranging the
order of integration and reorganizing the exponential terms,
we get

Zβ (S1, S2) =
∫ +∞

−∞

∏
k

dλ(k)
∫ +∞

−∞

∏
l

dμ(l )
∫ +∞

−∞
dx

[
eβx

∫ 1

0

∏
kl

dG(k, l )e−β
∑

k,l G(k,l )[C(k,l )+λ(k)+μ(l )+x]

×
∫ +∞

−∞

∏
k

dm1(k)e−β[α1(k)m2
1 (k)−λ(k)m1(k)]

∫ +∞

−∞

∏
l

dm2(l )e−β[α2(l )m2
2 (l )−μ(l )m2(l )]

]
. (28)

The variables G(k, l ), m1(k), and m2(l ) can be integrated
separately. The integrals over the variables G(k, l ) are based
on simple exponential functions, while the integrals over the
masses are Gaussian integrals, with∫ +∞

−∞
e−β(αx2−λx)dx =

√
π

βα
e

βλ2

4α . (29)

The simplicity of the Gaussian integral is the reason that we
chose Pearson’s divergence in our modified energy, Eq. (18),
and the ∞ limits to the integrals involving masses. Performing

those integrations and ignoring the factors
√

π
βα

from the

Gaussian integrals, we get

Zβ (S1, S2) =
∫ +∞

−∞

∏
k

dλ(k)
∫ +∞

−∞

∏
l

dμ(l )
∫ +∞

−∞
dx

× e−βFβ (λ,μ,x), (30)

where we have defined Fβ as

Fβ (λ,μ, x) = −x − 1

4

∑
k

λ2(k)

α1(k)
− 1

4

∑
l

μ2(l )

α2(l )

− 1

β

∑
kl

ln

[
1 − e−β[C(k,l )+λ(k)+μ(l )+x]

β[C(k, l ) + λ(k) + μ(l ) + x]

]
.

(31)

Fβ is the functional free energy of the system. We note that it
is a function of N1 + N2 + 1 variables, i.e., we have reduced
the dimensionality of the problem from quadratic to linear in
the number of points considered.

Let Ḡ(k, l ) be the expected value of G(k, l ) with respect to
the Gibbs distribution given in Eq. (21). It is unfortunately not
possible to compute these expected values directly from this
equation, as the partition function is not known analytically.

012113-5



KOEHL, DELARUE, AND ORLAND PHYSICAL REVIEW E 103, 012113 (2021)

Instead, we derive a saddle point approximation (SPA). The
SPA is computed by looking for extrema of the effective free
energy with respect to the variables λ(k), μ(l ), and x:

∂Fβ

∂λ(k)
= 0

∂Fβ

∂μ(l )
= 0 and

∂Fβ

∂x
= 0. (32)

After some rearrangements, those equations lead to the fol-
lowing system of equations:

∑
l

H (k, l ) = λ(k)

2α1(k)
∀ k,

∑
k

H (k, l ) = μ(l )

2α2(l )
∀ l,

∑
kl

H (k, l ) = 1, (33)

where

H (k, l ) = φ(β[C(k, l ) + λ(k) + μ(l ) + x]), (34)

φ(t ) = e−t

e−t − 1
+ 1

t
. (35)

The function φ(t ) is defined and continuous for all real values
t [with the extension that φ(0) = 0.5], monotonically decreas-
ing over R, with asymptotes y = 1 and 0 at −∞ and +∞,
respectively.

Note that the complex integrals defining the partition func-
tion [see Eq. (28)] do not depend on the choice of the
integration paths. Equations (33) indicate that a path parallel
to the real axis for each of the variables λ(k) and μ(l ) is
preferred. Therefore, λ(k) and μ(l ) are real for all k and l ,
as is x.

Equations (33) define a nonlinear system of N1 + N2 + 1
equations, with the same number of variables. The following
theorem shows that this system has a unique solution:

Theorem 1. The Hessian of the effective free energy
Fβ (λ,μ, x) is negative-definite. It is therefore strictly concave,
and the system of Eqs. (33) has a unique solution.

Proof. See Appendix B.
In addition, we have the following property that relates the

solutions of the system of equations to the expected values for
the transport plan and masses transferred and received:

Property 2. Let S̄ be the expected state of the system with
respect to the Gibbs distribution given in Eq. (21). S̄ is asso-
ciated with an expected transport plan Ḡ and expected masses
m̄1 and m̄2. Let λMF, μMF, and xMF be the unique solutions
of the system of Eqs. (33). Then the following identities
hold:

Ḡ(k, l ) = φ(β[C(k, l ) + λMF(k) + μMF(l ) + xMF]),

m̄1(k) = λMF(k)

2α1(k)
, m̄2(l ) = μMF(l )

2α2(l )
.

Note that the solutions are mean-field solutions, hence the
superscript “MF.”

Proof. See Appendix C.
For a given value of the parameter β, the expected values

Ḡ(k, l ) that are solutions to the system of Eqs. (33) form

a transport plan GMF
β between S1 and S2 that is optimal

with respect to the free energy defined in (31). Similarly,
m̄1 = mMF

1 and m̄2 = mMF
2 are the optimal masses trans-

ferred from, and received by, S1 and S2, respectively. We
can associate these values with an optimal free energy
F MF

β and an optimum energy U MF
β = ∑

k,l GMF
β (k, l )C(k, l ) +∑

k α1(k)[mMF
1 (k)]2 + ∑

l α2(l )[mMF
2 (l )]2. Note that those

two values are the mean-field approximations of the exact
free energy and internal energy defined in Eqs. (23) and
(24), respectively. We now list important properties of U MF

β

and F MF
β .

Property 3. F MF
β and U MF

β are monotonically decreasing
functions of the parameter β. In addition, both converge to the
optimal variable-mass transport energy du(S1, S2).

Proof. The monotonicities of F MF
β and U MF

β are established
in Appendixes D and E, respectively.

In contrast with the corresponding values for the balanced
OT problem [63,64], the converged optimal variable-mass
transport energy du(S1, S2) does not define a distance as it
does not satisfy the triangular inequality. Indeed, let us con-
sider two arbitrary sets of points S1 and S2, and a combined set
S3 = S1 ∪ S2. Both U MF and F MF will be small when compar-
ing S1 and S3 and when comparing S2 and S3, while they may
be large when comparing S1 with S2, as those sets are arbitrary.
This is a common issue with partial matching. Note that the
balanced OT distances between S1 and S3, and between S2 and
S3, are likely to be large to allow for mass transfer over the
whole set S3, which is not the desired behavior when compar-
ing sets that may only have partial matching. The framework
proposed here solves this problem. Note also that U MF and
F MF are not even divergences, as they are not zero when
comparing a set with itself. This can easily be corrected by
following an idea proposed by Peyré and collaborators [46,58]
and defining

SUβ (S1, S2) = U MF
β (S1, S2)

− 0.5
[
U MF

β (S1, S1) + U MF
β (S2, S2)

]
,

SFβ (S1, S2) = F MF
β (S1, S2)

− 0.5
[
F MF

β (S1, S1) + F MF
β (S2, S2)

]
. (36)

Theorem 1 and the proposition 3 above highlight a number
of advantages of the proposed framework that rephrases the
variable-mass transport problem as a temperature-dependent
process. First, at each temperature the variable-mass transport
problem is turned into a strongly concave problem with a
unique solution. This problem has a linear complexity in the
number of variables, compared to the quadratic complexity
of the original problem. The concavity allows for the use
of simple algorithms for finding a minimum of the effective
free-energy function [Eq. (31)]. We note also that Eqs. (33)
provide good numerical stability for computing the transport
plan because of the ratio of exponentials. Second, the con-
vergence as a function of temperature is monotonic. Note,
however, that in contrast with the corresponding values for the
balanced OT problem [63,64], they do not define distances as
they do not satisfy the triangular inequality.
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Algorithm 1 FreeOT: a temperature-dependent framework for computing the Optimal Transport Distance between two weighted set of
points

Input: The two sets of points S1 and S2 and the cost matrix C between S1 and S2. Initial value β0 for β

Initialize: Initialize arrays λ and μ to 0, and initialize x = 0. Set ST EP = √
10. Set β0 = β0/ST EP

for k = 1, . . . until convergence do
(1) Initialize βk = ST EP ∗ βk−1.
(2) Solve nonlinear Eqs. (33) for λ, μ, and x at saddle point
(3) Compute optimal transport plan GMF

β , masses mMF
1 , mMF

2 , and U MF(βk )
(4) Check for convergence: if |U MF(βk ) − U MF(βk−1)|/U MF(βk−1) < T OL, stop

end for
Output: The converged transport plan GMF

β (k, l ), masses m1MF, m2MF, and the corresponding transport cost U MF(β ).

III. IMPLEMENTATION

We have implemented the finite-temperature optimal trans-
port framework described here in a C++ program FREEOT
that is succinctly described inAlgorithm 1.

FREEOT is based on an iterative procedure in which the pa-
rameter β (inverse of the temperature) is gradually increased.
At each value of β, the nonlinear system of equations defined
by Eqs. (33) is solved using an iterative Newton-Raphson
method. At each iteration for this Newton method, the Ja-
cobian of the system of equations is computed, and a linear
system is solved based on this Jacobian, whose solution pro-
vides estimates for the arrays of parameters λ and μ. These
new estimates are then used to assess how well the SPA
equations are satisfied. Once the errors on the SPA equations
fall below a tolerance TOL (usually set to 10−8), the optimal
transport plan GMF

β and the corresponding transport energy
U MF(β ) are computed. If the latter falls within the tolerance
TOL of the corresponding value computed for the previous
β value, the procedure is deemed to have converged and the
program is stopped. Note that the converged values of λ, μ

and x at a given β serve as input for the following β.
The variable-mass OT algorithm described here is as

straightforward to implement as the balanced counterpart.
As described in Sec. III and in Ref. [64] for the balanced
version, its main computing cost is associated with solving
the nonlinear set of equations corresponding to the SPA at
each value of β. As mentioned above, we solve this system
of equations using an iterative Newton-Raphson method that
requires solving a linear system of equations based on the
Jacobian of the nonlinear equations. We considered two meth-
ods for solving this system. First, we use a direct method with
which we decompose the matrix describing the system using
a LDL decomposition, as implemented in the program DSYSV

from the LAPACK packages [65]. The corresponding time com-
plexity is expected to be O(N3). Second, we implemented an
iterative conjugate gradient (CG) method (see Appendix F).
Each iteration of the CG methods involves two matrix-vector
multiplications, which are of order O(N2). The CG method
will converge in at most N iterations, and in many cases in
many fewer iterations. As such, it is expected to be faster
than the direct method if the total number of CG iterations is
small. In all cases described below, we have indeed observed
an apparent time complexity of O(N2) for the iterative CG
method. The same behavior was observed when solving the
traditional balanced OT problem [64].

IV. COMPUTATIONAL EXPERIMENTS

A. Partial 2D image matching

We present some computational examples that illustrate the
use of our framework for 2D image comparison. We used
the publicly available Mythological Creatures 2D database
[66], to which we added a collection of scissors from the 2D
Tools database [66]. Our database comprises 20 binary images
corresponding to 20 shapes, 5 men, 5 horses, 5 centaurs, and 5
scissors. The shapes within one group (men, horses, centaurs,
or scissors) differ by an articulation and additional parts. We
characterized each image by selecting a set of “keypoints”
using the ORB procedure. ORB is an image feature detector
and descriptor used for object recognition and image registra-
tion [67]. Within ORB, a keypoint is a pixel within the image
that is expected to be significant, i.e., a signature feature of
the image. The significance is defined from a local neighbor-
hood of the pixel of interest, characterized by a vector of 64
features. The distance between two keypoints is then defined
as the Euclidean distance between their feature vectors. We
use this representation to compare images in our database.
A pair of images is represented with their sets of keypoints,
S1 and S2, the cost matrix C between those keypoints, such
that C(k, l ) between a keypoint k on image 1 and a keypoint
l on image 2 is equal to the Euclidean distance between their
feature vectors. The given masses ρ and σ of the keypoints
are set to 1. Note that as the number of keypoints in the two
images can be different, the total masses

∑
k ρ(k) and

∑
l σ (l )

can be different, and therefore this falls into the category
of unbalanced OT. The masses m1 and m2 of the keypoints
on the two images are left variables. In all comparisons, we
set the weights of the mass regularization τ1 = τ2 = 50 [see
Eq. (17)].

In Fig. 1, we illustrate the effectiveness of our variable-
mass OT framework in identifying partial match by showing
the results of the comparisons of a man and a centaur, and
of the same centaur and a horse. ORB keypoints for those
images are shown as circles whose radii relate to the size of
the corresponding meaningful neighborhoods. A line between
two keypoints k and l from two different images indicates
that the value of the optimized transport between k and l ,
GMF(k, l ), is greater than a threshold, set to 0.01. As expected,
connections between the man and the centaur are found at the
level of their heads and shoulder, while connections between
the centaur and the horse are found at the level of their legs and
tails. Note the two spurious links between one of the man’s
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FIG. 1. Partial matchings using our variable-mass OT framework between the image of a man and the image of a centaur (left) and between
the image of the same centaur and the image of a horse (right).

feet, and the neck of the centaur. Those lines relate to similar
curvatures within the corresponding regions.

We then computed two score matrices D(∞), one based on
balanced OT [64], DOT(∞), and one based on the variable-
mass OT framework described here, DVMOT(∞). For the
balanced OT case, DOT(∞)(k, l ) is the optimized transport
energy U MF(GMF), i.e., the temperature-based distance be-
tween the sets of keypoints Sk and Sl of the images k and l
at convergence with respect to β, usually β = 1010. For the
variable-mass OT case, we compute the equivalent optimized
transport energy U MF(GMF) at convergence with respect to β,
but we set DVMOT(∞) to the corresponding divergence value
SU , as defined in Eq. (36). Figure 2 depicts the difference
between those two matrices. The matrix DOT(∞) relates to
global matching between the shapes. It shows four clusters
corresponding to the four types of shapes. While it does show
some level of similarity between centaurs and horses, it puts
the men far from those, as far as the unrelated scissors. In con-
trast, DVMOT(∞), which relates to partial matching between
the shapes, does identify that the centaurs share similarities
with horses and with men, while still being significantly dis-
tinct from scissors.

B. Partial 3D point registration

In the section above, we have illustrated the effective-
ness of our framework on the problem of partial 2D image

matching. Here we look at the equivalent problem of matching
3D shapes represented by point clouds.

Rigid point cloud registration, also known as point set
registration, is the process of finding a spatial rigid body
transformation (e.g., scaling, rotation, and translation) that
aligns two point clouds. As a special case, the two point clouds
have the same cardinality, and the correspondence between
the points is known. The registration problem is then limited
to finding the optimal rigid body transformation that aligns
the corresponding points; this is the so-called Procrustes prob-
lem for which many solutions have been proposed [68]. The
general point cloud registration problem, however, is more
complex as the points may have different cardinality, leading
to partial registration, and the correspondence, i.e., the list
of equivalent points in the two clouds, is often not known.
Indeed, the correspondence is part of the desired output, along
with the optimal transformation. The point cloud registration
problem can then be stated as finding the maximal subsets
of the two point clouds that exhibit the highest degree of
similarity. Many algorithms have been proposed to solve this
problem (see, for example, Refs. [69,70]), with the iterative
closest point (ICP) algorithm [71] and its variations still being
the most popular. In the ICP algorithm, one point cloud, the
target, S1 is kept fixed, while the other one, the source, S2

is transformed to best match the target. The algorithm pro-
ceeds in an iterative fashion by alternating in (i) given the
transformation, finding the closest point in T for every point in

TO decnalabnUTO decnalaB

Coordinate 1 Coordinate 1

2 etanidroo
C C

oo
rd

in
at

e 
2

FIG. 2. Visualization of global similarity (balanced OT distance, left) and partial similarity (variable-mass OT distance, right) between
the mythological creatures and the scissors. The distance matrices corresponding to all-against-all comparisons of the different shapes are
projected onto the 2D plane using multidimensional scaling. Coordinate 1 and Coordinate 2 are arbitrary coordinates in this 2D plane.
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S; and (ii) given the correspondences from (i), finding the best
rigid transformation by solving the Procrustes problem. Our
approach differs as we propose to identify the correspondence
and the transformation R directly by solving the following
minimization problem:

Ropt = argminRdOT(S1, R(S2)), (37)

where R(S2) refers to the positions of the points in S2 after
application of the transformation R, and d is either the bal-
anced or variable-mass optimal-transport cost between S1 and
the transformed S2. We compute d as U MF

∞ , i.e., at convergence
with respect to β, using the framework presented in [64] for
the balanced OT cost, and using the framework presented in
this paper for the variable-mass OT cost. We refer to those
values as U MF

OT and U MF
VMOT for the balanced and variable-mass

case, respectively. In both formulations, the cost matrix C
is based on the Euclidean distances between points in S1

and points in S2 after application of the transformation R. In
the balanced case, the masses of the points are set uniform,
while in the variable-mass case these masses are variable. We
solve the minimization problem in Eq. (37) using the limited
memory BFGS algorithm [72].

This algorithm starts with an initial estimate of the optimal
value, R0, and proceeds iteratively to refine that estimate with
a sequence of better estimates (R1, R2, . . .). The derivatives
g of the function d with respect to the parameters of the
transformation R are used to identify the direction of steepest
descent, and also to form an estimate of the Hessian matrix
of second derivatives. As only the cost matrix C is an explicit
function of R, we evaluate the derivatives of d with respect to
the different C(k, l ) for all (k, l ) ∈ [1, N1] × [1, N2]. We show
the calculation for d = U MF

VMOT; the same reasoning applies for
U MF

OT . Recall that

U MF
VMOT =

∑
kl

C(k, l )GMF(k, l ) + 1

4

∑
k

[λMF(k)]2

α1(k)

+ 1

4

∑
l

[μMF(l )]2

α2(l )
, (38)

where GMF(k, l ), the optimal transport plan, is a function of
the optimized values λMF, μMF(l ), and xMF (see Sec. II above).
The energy functions UOT and UVMOT are therefore functions

of the cost matrix C and of the unconstrained variables λ, μ,
and x. Using the chain rule,

dU MF
VMOT

dC(k, l )
= δU MF

VMOT

δC(k, l )
+

∑
k

δU MF
VMOT

δλ(k)

δλ(k)

δC(k, l )

+
∑

l

δU MF
VMOT

δμ(l )

δμ(l )

δC(k, l )
+ δU MF

VMOT

δx

δx

δC(k, l )
.

(39)

A key simplification to computing the corresponding deriva-
tives comes from the properties of the energy at the mean field.
In Appendix E, we have shown that

δU MF
VMOT

δλ(k)
= δU MF

VMOT

δμ(l )
= δU MF

VMOT

δx
= 0 (40)

for all (k, l ). From those properties, we derive that

dU MF
VMOT

dC(k, l )
= δU MF

VMOT

δC(k, l )
= GMF(k, l ). (41)

We can show using similar properties that

dU MF
OT

dC(k, l )
= GMF(k, l ). (42)

As C is directly computed from the transformation R, the
derivatives of C with respect to the parameters of R are com-
puted using the chain rule. The transformation R is defined by
three rotations rx, ry, and rz, three translations, tx, ty, and tz,
and a scaling factor s. The rotations are represented using the
exponential map [73].

In Fig. 3, we illustrate the differences between balanced OT
and VMOT when used for matching 3D shapes following the
algorithm described above. Our test set is SPOT, a spotted cow
(courtesy of Crane’s laboratory), whose triangulated surface
mesh was undersampled such that it contains 498 vertices and
992 faces. Note that while SPOT is provided as a triangulated
mesh, we only consider its vertices that form the target point
cloud, S1. We reordered those vertices such that the first 184
form the head of SPOT. The same 184 vertices constitute
the source data set S2. We initialized the position of S2 far
from S1 [see Fig. 3(a)] and estimated the similarity transform
between them using the algorithm above under two settings,

FIG. 3. We register the head of SPOT (black, with red dots at the vertices) to the full SPOT using an optimization of the rigid body
transformation based on either balanced optimal transport (right) or variable-mass optimal transport (center).
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FIG. 4. Optimized masses of the points in S1, the full SPOT, and in S2, SPOT’s head, after registration of the two datasets using variable-
mass optimal transport.

first using the balanced OT distance and second using the par-
tial OT framework developed in this paper. The corresponding
converged positions of S2 with respect to S1 are shown in
Figs. 3(b) and 3(c), respectively. The balanced OT framework
assumes that masses are transferred from all points in S1,
and received by all points in S2, thereby imposing a global
registration of the two sets of points. As a consequence, the
head formed by S2 is translated toward the center of mass of
S1, and rotated and scaled up such that it provides a maximum
coverage of the points in S1. In contrast, under the variable-
mass OT framework, the amount of masses transported from
each point in S1 and received by each point in S2 is adapted
to minimize the regularized energy described by Eq. (18),
leading to good performance and nearly perfect match of S2

onto the head of SPOT within S1. To further illustrate the
importance of leaving the masses variable, we show in Fig. 4
the converged masses of the points in S1 (whole SPOT) and of
the points in S2 (SPOT’s head). While only the first points in
S1 have nonzero masses (i.e., those points that correspond to
the head), all points in S2 received some masses. Note that the
registration is not perfect, as some points among the head of
the whole SPOT do not have correspondence in S2.

V. DISCUSSION

Applications of statistical physics to solve an optimal trans-
port problem are not new. Probably the first method using
physics is the “invisible hand algorithm” [62], which solves
the assignment problem, namely the Monge formulation of
the OT problem in which the transport plan is binary. Re-
cently, we proposed [63,64] an extension of the invisible hand
algorithm for solving the relaxed Monge-Kantorovich version
of the OT problem, in which the transport plan is now real,
continuous, with fixed marginals corresponding to the fixed
masses of the sets of points being compared. This paper deals
with an even more relaxed version of the OT problem in
which the masses are left variable. We refer to this problem as
VMOT, for variable-mass OT. The solution we implemented
is very similar to the one we proposed for the balanced OT
problem with fixed masses. Given two sets of points S1 and
S2, and a cost matrix between those sets, solving VMOT is
to find a transport plan G between S1 and S2 with variable

marginals that minimize the cost of mass transport between
the two sets. The masses are left variable but the total mass
transported is kept fixed. The VMOT problem is based on a
regularized version of the transfer cost, to reduce the risk of
finding trivial solutions with masses concentrated on one point
in each set. We solve this problem by considering the partition
function over all possible transfer plans between S1 and S2.
While the corresponding free energy cannot be computed ex-
actly, it can be estimated using a saddle point approximation.
The saddle point approximation is derived by constructing
a strictly concave effective energy function that captures the
constraints of the variable-mass optimal-transport problem.
This effective energy function is parametrized by temperature.
Its maximum defines an optimal transport plan, whose row
and column marginals correspond to the masses transferred by
S1, and received by S2, respectively. We proved that this en-
ergy decreases monotonically as a function of β (the inverse of
temperature) to the variable-mass regularized optimal transfer
cost, providing a robust framework for temperature annealing.
We described an application of our framework for 3D partial
matching between point clouds.

The framework we propose falls within one of the
three categories of “partial OT problems,” as described in
the Introduction, i.e., a formulation that allows for mass
creation/destruction. In practice, this means that the masses
of the points representing the distributions to be compared
are not given as input, but become variables of the problem.
The mass transport remains “balanced,” namely there is as
much mass leaving the distribution 1 as there is mass reaching
the distribution 2, as illustrated by Eq. (20). By letting the
individual masses be variable, we are able to detect partial
matches between the distribution. This formulation, however,
has one serious limitation, as by construction it cannot handle
comparison of weighted points with known weights. We are
currently working on a new framework that would solve this
problem of partial matching between weighted points.

It is worth comparing our approach to solving the VMOT
with the entropy-regularized approach originally introduced
for solving the balanced OT problem by Cuturi [47], and
later extended to the unbalanced problem (see, for exam-
ple, [43–45]). Both approaches consider a regularized cost or

012113-10



PHYSICS APPROACH TO THE VARIABLE-MASS … PHYSICAL REVIEW E 103, 012113 (2021)

energy function of the form

UVMOT =
∑

kl

C(k, l )G(k, l )

+Dφ

(
GS1

ρ1

)
+ Dφ

(
GS2

ρ2

)
,

where ρ1 and ρ2 are reference mass vectors for S1 and
S2 (often uniform mass distributions, as in the examples
shown above), GS1 is the marginal of G projected on S1, i.e.,
GS1(k) = ∑

l G(k, l ), GS2 the marginal of G projected on S2,
and Dφ is a φ divergence. The most common choice for φ

in the entropy-regularized formulation of VMOT is φ(t ) =
t ln(t ) − t + 1, in which case Dφ is the Kullback-Leibler (KL)
divergence. In our formulation, we use instead φ(t ) = t2 − 1,
i.e., a Pearson χ2 divergence. There is one additional con-
straint on the values G(k, l ), namely their positivity. This
constraint is incorporated into the energy in the entropy regu-
larization by adding an entropy term,

F (ε) = UVMOT − ε

(
−

∑
kl

G(k, l ) ln (G(k, l ))

)
,

where ε is a parameter. From a scientific computing point
of view, the additional term is equivalent to adding a barrier
that enforces positivity of the G(k, l ). As such, it falls under
the category on barrier function methods that are standard
techniques for solving linear and nonlinear optimization prob-
lems [74]. For the OT and VMOT problems, this formulation
allows for computationally fast solutions as the energy F is
convex and its minimum can be found using the Sinkhorn
algorithm [55] or one of its variants with a time complexity
of O(N2) (see, for example, Ref. [61] for an analysis of the
Sinkhorn algorithm applied to the VMOT problem). From a
physics point of view, the problem of minimizing the energy
UVMOT has been replaced with the problem of optimizing a
“free energy” F (ε) where ε plays the role of temperature.
Our approach is conceptually similar: we also introduce a free
energy, concave in our case, whose optimum can be found
efficiently with a time complexity of O(N2) on average [and
O(N3) in the worst case]. From a computational point of view,
however, our implementation is proved to be more stable and
allow for convergence even at very low temperature (high β

values), due to the well-behaved function φ that relates the
unconstrained variables λ, μ, and x (which can be seen as
Lagrange multipliers) and the solution G to the optimization
problem.

We have described a simple application of our framework
to the problem of partial matching of 3D shapes. We note,
however, that this is still preliminary, as there are many prob-
lems that still need to be solved. First, the method as described
only considers the vertices of the meshes representing the
shapes, thereby ignoring the idea of “shapes” and only consid-
ering point clouds. Second, as all iterative methods designed
to solve a nonlinear optimization problem, the success of our
method is strongly dependent on its initialization, i.e., on the
choice of the initial parameters. We are currently working on
expanding our method to address those two problems.

Finally, we note that the variable-mass OT problem con-
sidered in this paper assumes that the two sets of points

considered are embedded in the same metric space, namely
that we can build the cost matrix C that connects them.
Situations in which the points lie in different, unregistered
metric spaces have led to an extension to the optimal transport
problem with the notion of Gromov-Wasserstein distances
between metric measured spaces [75]. We believe that the
concept of finite-temperature variable-mass optimal transport
can be extended in the same way into a finite-temperature
variable-mass Gromov-Wasserstein cost. We are currently
working on this problem.
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APPENDIX A: PROOF OF PROPERTY 1: MONOTONICITY
OF THE FREE ENERGY AND AVERAGE ENERGY

Let us consider two sets of points S1 and S2 of sizes N1

and N2 in a metric space M with given (unbalanced) masses
ρ1 and ρ2, and associated (variable)-mass vectors m1 and m2,
respectively. We characterize this system with a cost matrix C
and a transport polytope S (S1, S2). Recall that any state S =
(G, m1, m2) in this polytope satisfies the four conditions in
Eqs. (14), (15), (16), and (19). It is associated with a cost T (S)
and an energy U (S), defined as

T (S) =
∑

kl

C(k, l )G(k, l ), (A1)

U (S) =
∑

kl

C(k, l )G(k, l ) +
∑

k

α1(k)m2
1(k)

+
∑

l

α2(l )m2
2(l ), (A2)

where α1(k) = τ1/ρ
2
1 (k) and α2(k) = τ2/ρ

2
2 (l ), and τ1 and τ2

are parameters. Note that U (S) is a regularized version of
T (S) that includes divergences on how the marginals m1 and
m2 differ from uniform distributions.

We first prove that the volume of the transport polytope
S (S1, S2) is smaller than 1. Note that all the G(k, l ), m1(k),
and m2(l ) are constrained to be in the interval [0, 1]. The
volume of the polytope is

Vol(S (S1, S2))

=
∫

S∈S(Si,S j )
dμi j

=
∫ 1

0

∏
kl

dG(k, l )
∫ 1

0

∏
k

dm1(k)
∫ 1

0

∏
l

dm2(l )

×
∏

k

δ

(∑
l

G(k, l ) − m1(k)

)

×
∏

l

δ

(∑
k

G(k, l ) − m2(l )

)

×
∏
kl

δ

(∑
kl

G(k, l ) − 1

)
. (A3)
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As the G(k, l ), m1(k), and m2(l ) are integrated between 0
and 1, and as the constraints set by the δ functions re-
strain the space of possible states, we have indeed that 0 �
Vol(S (S1, S2)) � 1.

The free energy Fβ of this system is related to its internal
energy Eβ and entropy Sβ through the general relation Fβ =
Eβ − T Sβ , where T is the temperature and β = 1/(kBT ).

The internal energy is the thermodynamic average of the
regularized energy U [see Eq. (A2)] and is given by

Eβ = 〈U (S)〉S∈S(S1,S2 ) = d (βFβ )

dβ
(A4)

while the entropy is given by

Sβ = β2 dFβ

dβ
= −dFβ

dT
. (A5)

An important implication of these relations is that

dEβ

dβ
= −(〈U 2〉 − 〈U 〉2), (A6)

where the thermodynamic averages 〈 〉 are computed over
the polytope S (S1, S2). The quantity on the left is minus the
variance of the energy and is therefore negative for all values
of β. As a result, the internal (or average) energy of the
system decreases as β increases. As U (S) is positive (as the
cost matrix C and the transportation plan G are positive, and
the regularization terms for masses are also positive), Eβ is
positive: it has a limit when β → ∞. This limit is the optimal
variable-mass transport cost du(S1, S2).

The entropy is negative. Indeed, the total number of states
at an energy U 0 is given by

N (U 0) = eSβ (U 0 )

=
∫

P∈S(S1,S2 )
δ(U 0 − U (S))dμi j . (A7)

As the volume of the polytope S (Si, S j ) is smaller than 1 (see
above),

N (U 0) = eSβ (U 0 ) � 1 (A8)

and therefore Sβ (U 0) � 0. As this is true for all values of U ,
we have Sβ (T ) � 0 ∀ T . The free energy is related to the
entropy by

dFβ

dT
= −β2 dFβ

dβ
= −Sβ (T ). (A9)

Therefore,

dFβ

dβ
= Sβ (T )

β2
� 0. (A10)

Therefore, the free energy of the system decreases as β in-
creases. Its limit for β → ∞ is the same as the limit of Eβ ,
namely the optimal variable-mass transport cost du(S1, S2).

APPENDIX B: PROOF OF THEOREM 1: CONCAVITY OF
THE EFFECTIVE FREE ENERGY

We show that the effective free energy is concave by estab-
lishing that its Hessian H is negative-definite.

Recall that the effective free energy at a state P =
(G, m1, m2) is given by

Fβ (λ,μ, x) = −x − 1

4

∑
k

λ2(k)

α1(k)
− 1

4

∑
l

μ2(l )

α2(l )

− 1

β

∑
kl

ln

[
1 − e−β[C(k,l )+λ(k)+μ(l )+x]

β[C(k, l ) + λ(k) + μ(l ) + x]

]
.

(B1)

Fβ (λ,μ, x) is a function of N1 + N2 + 1 variables, the values
λ(l ) are associated with the constraints on the N1 points of
set S1, the values μ(l ) are associated with the constraints on
the N2 points of set S2, and the value x is associated with the
constraint (16). Its derivatives with respect to those variables
are

∂Fβ (λ,μ, x)

∂λ(k)
=

∑
l

G(k, l ) − λ(k)

2α1(k)
,

∂Fβ (λ,μ, x)

∂μ(l )
=

∑
k

G(k, l ) − μ(l )

2α2(l )
,

∂Fβ (λ,μ, x)

∂x
=

∑
kl

G(k, l ) − 1, (B2)

where

G(k, l ) = φ(β[C(k, l ) + λ(k) + μ(l ) + x]) (B3)

and

φ(t ) = e−t

e−t − 1
+ 1

t
. (B4)

.
Let φ′ be the derivative of the function φ, i.e.,

φ′(t ) = e−t

(e−t − 1)2
− 1

t2
. (B5)

We note first that φ′(t ) ∈ [−1
12 , 0) ∀ x ∈ R, i.e., that φ′(t ) is

always strictly negative. We define the matrix G′ such that

G′(k, l ) = φ′(β[C(k, l ) + λ(k) + μ(l ) + x]). (B6)

From the expression of the first derivatives, we obtain

H (k, i) = ∂2Fβ (λ,μ, x)

∂λ(k)∂λ(i)
= βδki

∑
l

G′(k, l ) − δki

2α1(k)
,

H (k, l ) = ∂2Fβ (λ,μ, x)

∂λ(k)∂μ(l )
= βG′(k, l ),

H (k, x) = ∂2Fβ (λ,μ, x)

∂λ(k)∂x
= β

∑
l

G′(k, l ),

H (l, m) = ∂2Fβ (λ,μ, x)

∂μ(l )∂μ(m)
= βδlm

∑
k

G′(k, l ) − δlm

2α2(l )
,

H (l, x) = ∂2Fβ (λ,μ, x)

∂μ(l )∂x
= β

∑
k

G′(k, l ),

H (x, x) = ∂2Fβ (λ,μ, x)

∂x∂x
= β

∑
kl

G′(k, l ),
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where δ are Kronecker functions, the indices k and i belong
to [1, N1], the indices l and m belong to [1, N2], and index x
refers to variable x.

Let x = (x1, x2, x3) be an arbitrary nonzero vector of size
N1 + N2 + 1. The quadratic form Q(x) = xT Hx is equal to

Q(x) =
∑
i,k

x1(k)H (k, i)x1(i) + 2
∑
k,l

x1(k)H (k, l )x2(l )

+ 2
∑

k

x1(k)H (k, x)x3 +
∑
l,m

x2(l )H (l, m)x2(m)

+ 2
∑

l

x2(l )H (l, x)x3 + H (x, x)x2
3 .

Replacing with the expressions of the second derivatives
above, we get

Q(x) = β
∑
k,l

x1(k)2G′(k, l ) + β
∑
k,l

x2(l )2G′(k, l )

+βx2
3

∑
k,l

G′(k, l ) + 2β
∑
k,l

x1(k)G′(k, l )x2(l )

+ 2β
∑
k,l

x1(k)G′(k, l )x3 + 2β
∑
k,l

x2(l )G′(k, l )x3

− 1

2

∑
k

x1(k)2

α1(k)
− 1

2α2

∑
l

x2(l )2

α2(l )
.

After factorization,

Q(x) = β
∑
k,l

[x1(k) + x2(l ) + x3]2G′(k, l )

−1

2

∑
k

x1(k)2

α1(k)
− 1

2

∑
l

x2(l )2

α2(l )
. (B7)

As G′(k, l ) is based on the function φ′ that is strictly negative,
the summands after the factor β in the equation above are neg-
ative for all k and l . In addition, as α1(k) > 0 and α2(l ) > 0,
the second and third terms are also negative. These two terms
are zero if and only if ∀ k x1(k) = 0 and ∀ l x2(l ) = 0. In this
case,

Q(x) = βx3

∑
k,l

G′(k, l ).

As the G′(k, l ) are nonzero [as φ′(x) is nonzero], and as x3 is
not zero (otherwise x would be zero), Q(x) is strictly negative
for all nonzero vectors x. The Hessian H is therefore negative-
definite. As a consequence, Fβ (λ,μ, x) is strictly concave.

APPENDIX C: PROOF OF PROPOSITION 2: RETRIEVING
THE TRANSPORT PLAN AND MASSES FROM

THE SPA SOLUTIONS

Let us first recall the definition of the partition function
[Eq. (28)]

Z =
∫ 1

0

∏
kl

dG(k, l )
∫ +∞

−∞

∏
k

dm1(k)
∫ +∞

−∞

∏
l

dm2(l )

× e−β(
∑

kl C(k,l )G(k,l )+∑
k α1(k)m2

1 (k)+∑
l α2(l )m2

2 (l ))

×
∏

k

δ

(∑
l

G(k, l ) − m1(k)

)

×
∏

l

δ

(∑
k

G(k, l ) − m2(l )

)

×
∏
kl

δ

(∑
kl

G(k, l ) − 1

)

and of the corresponding effective free energy [Eq. (31)]

Fβ = −
(

x + 1

4

∑
k

λ2(k)

α1(k)
+ 1

4

∑
l

μ2(l )

α2(l )

)

− 1

β

∑
kl

ln

[
1 − e−β[C(k,l )+λ(k)+μ(l )+x]

β[C(k, l ) + λ(k) + μ(l ) + x]

]
.

Fβ is a function of N1 + N2 + 1 variables, namely λ(k) for
k ∈ [1, N1], μ(l ) for l ∈ [1, N2], and x. We have proved in
Appendix B that Fβ is strictly concave and has therefore a
unique optimum. The values of λ, μ, and x at this optimum
are referred to as λMF, μMF, and xMF, respectively.

The transport plan G.. The expected value for the transport
between point k in S1 and point l in S2 is given by

Ḡ(k, l ) = 1

β

∂ ln(Z )

∂C(k, l )
= − ∂Fβ

∂C(k, l )
(λMF,μMF, xMF).

Using the expression for the free energy, we get

Ḡ(k, l ) = φ(β[C(k, l ) + λ(k)MF + μ(l )MF + xMF]),

i.e., the value found as a solution of the SPA system does give
us the expected transport plan between the two sets of points.

The masses m1 and m2. To find the expected values m̄1

and m̄2 for the masses associated with the points in S1 and S2,
we need to introduce two vector fields u1 and u2, and modify
the partition function:

Z (u1, u2)

=
∫ 1

0

∏
kl

dG(k, l )
∫ +∞

−∞

∏
k

dm1(k)
∫ +∞

−∞

∏
l

dm2(l )

× e−β(
∑

kl C(k,l )G(k,l )+∑
k α1(k)m2

1 (k)+∑
l α2(l )m2

2 (l ))

× eβ(
∑

k u1(k)m1(k)+∑
l u2(l )m2(l ))

×
∏

k

δ

(∑
l

G(k, l ) − m1(k)

)

×
∏

l

δ

(∑
k

G(k, l ) − m2(l )

)

×
∏
kl

δ

(∑
kl

G(k, l ) − 1

)
.
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Following the same procedure as described in the main text
for evaluating this modified partition function, we find

Fβ (u1, u2,λ,μ, x)

= −x − 1

4

∑
k

[λ(k) + u1(k)]2

α1(k)

− 1

4

∑
l

[μ(l ) + u2(l )]2

α2(l )

− 1

β

∑
kl

ln

[
1 − e−β[C(k,l )+λ(k)+μ(l )+x]

β[C(k, l ) + λ(k) + μ(l ) + x]

]
.

Then, the expected value for the mass m1(k) of point k in S1

is given by

m̄1(k) = − ∂Fβ

∂u1(k)

∣∣∣∣∣
u1=0,u2=0,λ=λMF,μ=μMF,x=xMF

,

i.e.,

m̄1(k) = λ(k)MF

2α1(k)

and similarly,

m̄2(k) = − ∂Fβ

∂u2(k)

∣∣∣∣∣
u1=0,u2=0,λ=λMF,μ=μMF,x=xMF

= μ(l )MF

2α2(l )
.

APPENDIX D: PROOF OF PROPOSITION 3:
MONOTONICITY AND LIMITS OF FMF(β)

Let us consider two sets of points S1 and S2 in a metric
space M with associated variable-mass vectors m1 and m2,
respectively. We associate this system with a cost matrix C
and a transport polytope S (S1, S2). In Appendix B we estab-
lished that the exact free energy and internal energy defined
in Eqs. (23) and (24), respectively, are monotonic functions of
the parameter β, and converge to the actual optimal transport
distance d (S1, S2) when β → ∞. Here we consider the ap-
proximation of those quantities obtained with the saddle point
approximation, namely the mean-field values F MF and U MF,
and we show that they satisfy the same properties.

The effective free energy Fβ [= Fβ (λ,μ, x)] defined in
Eq. (31) is a function of the cost matrix C and of real un-
constrained variables λk , μl , and x. For the sake of simplicity,
for any (k, l ) ∈ [1, N1] × [1, N2], we define

xkl = C(k, l ) + λ(k) + μ(l ) + x. (D1)

The effective free energy is then

Fβ = −
(

x + 1

4

∑
k

λ2(k)

α1(k)
+ 1

4

∑
l

μ2(l )

α2(l )

)

− 1

β

∑
kl

ln

(
1 − e−βxkl

βxkl

)
. (D2)

As written above, Fβ is a function of the independent vari-
ables β, λ(k), μ(l ), and x. However, under the saddle point

approximation, the variables λ(k), μ(l ), and x are constrained
by the conditions

∂Fβ

∂λ(k)
= 0,

∂Fβ

∂μ(l )
= 0,

∂Fβ

∂x
= 0. (D3)

We write λMF, μMF, and xMF for the values that satisfy
those constraints. The corresponding free energy is written as
F MF(β ) = Fβ (λMF,μMF, xMF). In the following, we will use

the notations dF MF(β )
dβ

and ∂F MF(β )
∂β

to differentiate between the

total derivative and partial derivative of F MF(β ) with respect
to β, respectively. Based on the chain rule,

dF MF(β )

dβ
= ∂Fβ

∂β
+

∑
k

∂Fβ

∂λ(k)

∂λ(k)

∂β

+
∑

l

∂Fβ

∂μ(l )

∂μ(l )

∂β
+ ∂Fβ

∂x

∂x

∂β
, (D4)

where the derivatives are computed at (λMF,μMF, xMF).
Therefore,

dF MF(β )

dβ
= ∂Fβ

∂β
, (D5)

namely that the total derivative with respect to β is in this
specific case equal to the corresponding partial derivative,
which is easily computed to be

dF MF(β )

dβ
= 1

β2

∑
kl

[
ln

(
1 − e−βxMF

kl

βxMF
kl

)
+ βxMF

kl φ
(
βxMF

kl

)]
,

(D6)

where φ(t ) = e−t

e−t −1 + 1
t . Let f (t ) = ln ( 1−e−t

t ) + tφ(t ). φ(x)
is monotonically constrained in the interval [0,1] and therefore
correctly represents the possible values for the corresponding
transport plan. The function f (t ) is continuous and defined
over all real values t [with the extension f (0) = 0] and is
bounded above by 0, i.e., f (t ) � 0 ∀ t ∈ R.

As

dF MF(β )

dβ
= 1

β2

∑
kl

f
(
βxMF

kl

)
(D7)

we conclude that

dF MF(β )

dβ
� 0, (D8)

namely that F MF(β ) is a monotonically decreasing function of
β. In addition, we note that F MF(β ) is the mean-field approxi-
mation of the true free energy Fβ and that this approximation
becomes exact when β tends to ∞. Therefore,

lim
β→∞

F MF(β ) = lim
β→∞

F (β ) = du(S1, S2), (D9)

where du(S1, S2) is the variable-mass optimal-transport cost
between the two sets of points S1 and S2.
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APPENDIX E: PROOF OF PROPOSITION 3:
MONOTONICITY AND LIMITS OF UMF(β)

Let

Uβ =
∑

kl

CklG(k, l ) +
∑

k

α1(k)m2
1(k) +

∑
l

α2(l )m2
2(l )

(E1)

and the corresponding mean-field approximation of the inter-
nal energy at the saddle point,

U MF(β ) = Uβ (λMF,μMF, xMF). (E2)

Before computing dU MF(β )
dβ

, let us prove the following property:
Property 4.

U MF(β ) = F MF(β ) + β
dF MF(β )

dβ

= d[βF MF(β )]

dβ
, (E3)

i.e., it extends the relationship (A4) known between the free
energy and the average energy to their mean-field counter-
parts.

Proof. Let us recall that

xMF
kl = C(k, l ) + λMF(k) + μMF(l ) + xMF.

All mean-field values correspond to the minimum of the effec-
tive free energy, for which the constraints are satisfied, namely

GMF(k, l ) = φ
(
βxMF

kl

)
,

∑
l

GMF(k, l ) = λMF(k)

2α1(k)
= mMF

1 (k),

∑
k

GMF(k, l ) = μMF(l )

2α2(l )
= mMF

2 (l ),

∑
kl

GMF(k, l ) = 1.

Therefore,∑
kl

xMF
kl φ

(
xMF

kl

) =
∑

kl

C(k, l )GMF(k, l )

+
∑

k

λMF(k)
∑

l

GMF(k, l )

+
∑

l

μMF(l )
∑

k

GMF(k, l )

+ x
∑

kl

GMF(k, l ),

i.e., ∑
kl

xMF
kl φ

(
xMF

kl

) =
∑

kl

C(k, l )GMF(k, l )

+ 1

2

∑
k

[λMF(k)]2

α1(k)

+ 1

2

∑
l

[μMF(l )]2

α2(l )
+ x.

Let us now rewrite Eq. (D6) as

β
dF MF(β )

dβ
= −F MF(β ) − x − 1

4

∑
k

[λMF(k)]2

α1(k)

−1

4

∑
l

[μMF(l )]2

α2(l )
+

∑
kl

xMF
kl φ

(
xMF

kl

)
.

We get

β
dF MF(β )

dβ
= −F MF(β ) +

∑
kl

C(k, l )GMF(k, l )

+1

4

∑
k

[λMF(k)]2

α1(k)
+ 1

4

∑
l

[μMF(l )]2

α2(l )

= −F MF(β ) +
∑

kl

C(k, l )GMF(k, l )

+
∑

k

α1(k)
[
mMF

1 (k)
]2 +

∑
l

α2(l )
[
mMF

2 (l )
]2

,

i.e.,

β
dF MF(β )

dβ
= −F MF(β ) + U MF(β ),

which concludes the proof.
Based on the chain rule,

dU MF(β )

dβ
= ∂U MF(β )

∂β
+

∑
k

∂U MF(β )

∂λ(k)

∂λ(k)

∂β

+
∑

l

∂U MF(β )

∂μ(l )

∂μ(l )

∂β
+ ∂U MF(β )

∂x

∂x

∂x
.

(E4)

Let us compute all partial derivatives in this equation using
proposition 4,

∂U MF(β )

∂λ(k)
= ∂F MF(β )

∂λ(k)
+ β

∂

∂λk

(
∂F MF(β )

∂β

)

= ∂F MF(β )

∂λ(k)
+ β

∂

∂β

(
∂F MF(β )

∂λ(k)

)
= 0, (E5)

where the zero is a consequence of the SPA constraints. Sim-
ilarly, we find

∂U MF(β )

∂μ(l )
= 0,

∂U MF(β )

∂x
= 0. (E6)

Finally,

∂U MF(β )

∂β
= 2

∂F MF(β )

∂β
+ β

∂

∂β

(
∂F MF(β )

∂β

)

= 2
∂F MF(β )

∂β

+β

(
− 2

β

∂F MF(β )

∂β
+ 1

β2

∑
kl

xMF
kl f ′(βxMF

kl

))
,
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i.e.,

∂U MF(β )

∂β
= 1

β

∑
kl

xMF
kl f ′(βxMF

kl

)
,

where f is defined above. As f ′(t ) = tφ′(t ), we get

∂U MF(β )

∂β
= 1

β

∑
kl

(
xMF

kl

)2
φ′(βxMF

kl

)
. (E7)

As (xMF
kl )2 is always positive, and φ′(x) is always negative, we

have

dU MF(β )

dβ
= ∂U MF(β )

∂β
� 0 (E8)

and the function U MF(β ) is a monotonically decreasing func-
tion of β. In addition, we note that U MF(β ) is the mean-field
approximation of the true internal energy Eβ and that this
approximation becomes exact when β tends to ∞. Therefore,

lim
β→∞

U MF(β ) = lim
β→∞

Eβ = du(S1, S2), (E9)

where du(S1, S2) is the variable-mass optimal-transport cost
between the two sets of points S1 and S2.

APPENDIX F: EFFICIENT FORMULATION OF THE
JACOBIAN SYSTEM FOR SOLVING THE SPA EQUATIONS

The saddle point Eqs. (33) form a nonlinear system of
N1 + N2 + 1 equations, and the same number of variables. We
rewrite this system as

Aλ = 0, Aμ = 0, Ax = 0,

where A = (Aλ, Aμ, Ax ) is a vector of predicates defined as

Aλ(k) = −
∑

l

e−βxkl

e−βxkl − 1
−

∑
l

1

βxkl
+ λ(k)

2α1(k)
,

Aμ(l ) = −
∑

l

e−βxkl

e−βxkl − 1
−

∑
l

1

βxkl
+ μ(l )

2α2(l )
,

Ax = −
∑

kl

e−βxkl

e−βxkl − 1
−

∑
kl

1

βxkl
+ 1,

where xkl = C(k, l ) + λ(k) + μ(l ) + x. It is solved using an
iterative Newton-Raphson method as follows. Let us assume
that we know an initial solution X0 = (λ0,μ0, x) for this
system. Taylor expansions of the predicates A in the neigh-
borhood of this solution lead to the following system of
equations:

J (X0)δX = −A(X0), (F1)

where δX = (δλ, δμ, δx) is the correction to be applied to X0,
A(X0) is the vector of values of the N1 + N2 + 1 predicates
at X0, and J (X0) is the Jacobian of A taken at X0. We note
that this Jacobian J is equal to the opposite of the Hessian of
the free-energy function F . As this free energy is concave, the
Jacobian is then positive-definite. It can be written in block
form:

J (X0) =
⎡
⎣ Dλ G′ vλ

G′T Dμ vμ

vT
λ vT

μ dx

⎤
⎦,

where G′(k, l ) = βφ′(βxkl ), vλ is a vector of size N1 such
that vλ(k) = ∑

l G′(k, l ), vμ is a vector of size N2 such that
vμ(l ) = ∑

k G′(k, l ), Dλ is the diagonal matrix defined by
Dλ(k, k) = vλ(k) − 1

2α1(k) , Dμ is the diagonal matrix defined

by Dμ(l, l ) = vμ(l ) − 1
2α2(l ) , dx = ∑

kl G′(k, l ), and φ′(x) is
the derivative of the function φ(x). The system of equations
(F1) can then be rewritten as

⎡
⎣ Dλ G′ vλ

G′T Dμ vμ

vT
λ vT

μ dx

⎤
⎦

⎡
⎣λ

μ

x

⎤
⎦ = −

⎡
⎣Aλ

Aμ

Ax

⎤
⎦

or equivalently as

Dλλ + G′μ + xvλ = −Aλ, (F2a)

G′T λ + Dμμ + xvμ = −Aμ, (F2b)

〈vλ,λ〉 + 〈vμ,μ〉 + xdx = −Ax, (F2c)

where 〈·, ·〉 is the inner product. From Eq. (F2c), which is in
fact scalar, we get

x = − 1

dx
(Ax + 〈vλ,λ〉 + 〈vμ,μ〉). (F3)

[Note that since dx is the sum of strictly negative numbers,
as φ′(x) < 0, it is strictly negative.] Replacing in (F2a) and
(F2b), we get a new system of N1 + N2 equations:

Eλλ + Hμ = Bλ, (F4a)

HT λ + Eμμ = Bμ, (F4b)

where

Eλ = Dλ − vλvT
λ ,

Eμ = Dμ − vμvT
μ,

H = G′ − vλvT
μ

for the left side of the equations, and

Bλ = −Aλ + Ax

dx
vλ, (F5)

Bμ = −Aμ + Ax

dx
vμ (F6)

for the right side. We solve this system with a preconditioned
conjugate-gradient approach. We found that an efficient pre-
condition M is based on an incomplete LDU factorization:

M =
[

IN1 0
HE−1

λ IN2

][
Eλ 0
0 Eμ

][
IN1 E−1

λ H
0 IN2

]
,

where IN1 and IN2 are identity matrices of size N1 and N2. Note
that this precondition requires the inverse of the matrix Eλ.
This inverse is easy to compute, as Eλ is a one-rank update of
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the diagonal matrix Dλ. Therefore,

E−1
λ = D−1

λ + awwT

with w = D−1
λ vλ and a = 1/(dx − 〈w, vλ〉). Once the system

of Eqs. (F4) has been solved for λ and μ, x is derived from
Eq. (F3).
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